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Abstract

Motivation: Electroencephalography (EEG) data is a notoriously noisy signal which

nevertheless is a very important keyhole into the neural function, as it measures

brain activity at a very high temporal resolution. The state of the art techniques for

the analysis of EEG employ two dimensional matrix analysis, such as Independent

Component Analysis (ICA), to decompose the signal for the localisation/removal

of activities. This restricted representation of the data in blind source separation

(BSS) methods often requires the enforcement of unreasonable assumptions and

does not allow for simultaneous time frequency analysis. The removal of biologi-

cally generated noise such as blinks (artifacts) is an active research area, which this

study addresses using the superior properties of tensor decompositions.

Summary: With the objective of artifact removal the thesis explores a variety of

tensor methods, including variants of Canonical Polyadic Decomposition (CPD),

Tucker decomposition and Coupled Matrix Tensor Factorisation (CMTF). A quan-

tification method for the analysis of the performance of each method is developed

with the aim of measuring the retrieval of desired neural activity, in the case of

synthetic and real world datasets. A unified method for artifact removal in all

decomposition methods is also developed. The software developed in this study

allowed vast expansion of an existing open source library with methods and al-

gorithms that are not currently available in other tensor toolbox libraries. Careful

optimisation was performed where required to allow trouble-free big data analysis.

Results: ICA, being the most popular current method, was established as a bench-

mark for the analysis. It was shown that methods based on tensor decomposition

were able to better localise and remove artifacts; although tensors did not always

provide a better absolute performance. It is further shown that tensors are able to

extract activities of certain frequencies such as line noise power, removing the need

for notch filtering. Tensor decomposition methods are recommended as a frame-

work of choice for BSS as they enable superior insights into the physical meaning,

and allow a unified approach to cleaning EEG signals.
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Introduction

ElectroEncephaloGram (EEG) capture voltage fluctuations in the brain measured

with the use of electrodes, in a non-invasive manner. An electrode measures the

electrical potential with respect to a reference electrode. It is common to have one

reference electrode for all other scalp electrodes. The first measurement of hu-

man EEG was performed by Hans Berger, a German neurologist, in 1924 to study

the functioning of the human brain [1]. He later concluded that the data princi-

pally consisted of EEG signals. Unusual behaviour offers insights into neurological

problems, one very common and successful application of which has been in the

detection of epilepsy.

Artifacts in EEG: defining the problem

The signals are a superposition of the activity of multiple neural sources and noise

composing of biological or technical artifacts and any undesirable distortions. The

contamination in EEG may be generated from other voluntary or involuntary activ-

ities of a patient, such as blinking, muscle movements or hear beats (ECG rhythms),

which are categorised as biological artifacts. They will be deemed as a type of noise

in this study. Other technical artifacts may include from noise generated from

the equipment, line noise, high voltage slow waves (HVS) or phase drifts. Unlike

in many areas of signal processing, the desired signal here usually has a much

smaller amplitude than many of the artifacts that it is contaminated with- which

poses an interesting and complicated problem. Certain activities such as the ECG

rhythms or line noise exhibit well defined frequencies in the spectral domain, and

this study will not focus on these. Ocular artifacts are explored in this thesis, as

localising them requires an analysis of multiple domains - a well suited problem

to Tensors.

Blind Source Separation for EEG: defining the class of solutions

Time-frequency analysis, of the time varying potential differences, has become an

essential tool in detecting neurological disorders. While spectral analysis gives in-
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formation on the most dominant frequency spectra, temporal analysis is used to

extract information of the locations of abnormal activities. It should be noted that

spectral analyses groups signals into rhythms (alpha, beta, theta and delta). This

is usually followed by a spatial analysis to localise the brain regions with these

rhythms. ERP analysis is simply a time domain analysis to determine when a cer-

tain event occurs. Frequency domain analysis will analyse the spectral components

of the dataset, typically by Fourier analysis or Wavelet analysis that attempts to

address when certain frequencies occur. This was required since neurones are con-

stantly oscillating and an analysis of long term periods, making temporal analysis

alone difficult.

It is usually the case that decomposition methods, such as PCA (Principal Com-

ponent Analysis) or ICA (Independent Component Analysis), are applied to fil-

ter relevant information. However such techniques make the assumption that the

components are orthogonal to each other or that the noise signals are statistically

independent to obtain a unique decomposition.

They are usually used to localise a particular problem by a predominantly quali-

tative analysis, and therefore allowing focused research on the particular area of

the brain. EEG signals are traditionally represented as a vector or matrix with

a channel and time mode, in order to allow for processing and analysis, such as

that of detecting seizures or removing artifacts. Dimensionality reduction, feature

extraction and spectral analysis are usually techniques that accompany this objec-

tive. However the raw datasets are inherently tensors of order greater than two

modes: extended by multiple subjects, trials and a frequency domain represen-

tation. The restriction to two models requires unreasonable assumptions such as

independence or orthogonality of sources, in order to achieve a unique decompo-

sition. Tensor methods allow all three components, and perhaps more, to be con-

sidered simultaneously without the need of such strong conditions. In this study

therefore EEG signals will be decomposed as tensors of more than two modes.

Tensor Decompositions: defining the proposed solution

Tensors, in the sense of multi-dimensional arrays, are multi-linear generalisations

of matrices. Large scale, multi-model and heterogenous datasets are often intu-

itively represented as tensors. As a result, there have been numerous recent ad-

vancements regarding tensor representations for data mining. Matrix methods

generally require reshaping or restricting the obtained data in order to perform

two dimensional analysis, losing some inherent characteristics and therefore moti-

vating the need for improvement.

Tensor decomposition has become increasingly important for data mining, as large
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scale computational and storage resources become readily available. It is believed

that their main advantage lies in keeping the inherent structure of the data intact

to provide a better analysis of the multivariate dataset. This approach itself is not

novel, and was first suggested by A. S. Field et al. with Parallel Factor (PARAFAC)

decomposition [2].

The data obtained from each electrode, usually as a group of cells, are referred to

as atoms in literature. Artifacts in the context of EEG datasets are activities, com-

monly involuntary, that generate signals in the brain - and therefore in the case

of signal processing are errors. Tensor decomposition, and the removal of com-

ponents that correspond to artifacts during reconstruction are ways of localising

activity. This study explore numerous decomposition methods and evaluates their

performance against a real world EEG dataset, as well as adding any tensor method

implemented to a tensor toolbox library.

Other methods

Analysis using event-related potentials (ERPs) uses the high temporal resolution

of the signal, and involves the use of multiple trials to ’lock’ to a stimulus. The se-

lected fixed length segments of EEG must have synchronised events, called epochs.

Often the simplest case with multiple trials is to reject ones that possess unwanted

behaviour. This does not require extensive analysis, but would also significantly

reduce the dataset size. In the majority of the thesis it will be assumed that only

one trial is available, in order to develop an efficient technique that does not rely

on the assumed availability of large datasets.
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1

1 — Overview and Contributions

The primary aim of the project is to produce an analysis of sophisticated tensor

methods, principally, for data mining with EEG dataset. It is anticipated that the

research will allow for better analysis of brain activity, such as in localising areas

of activity by removing artifacts through decomposition. The tensor manipulation

algorithms that will be explored essentially divide themselves into the categories:

higher order tensor decomposition methods, feature extraction and data fusion.

All algorithms are to be implemented and the results to be shown using either a

synthetic or real-world dataset, as an exploration of their properties and an eval-

uation of their uses. Thereby visualisation and testing will also be a key aspect in

the continuous integration of this project.

The thesis is structured to introduce the tensor notation and decomposition meth-

ods that the techniques developed in this project build upon. The Tucker Decom-

position (also known as HOSVD) is a direct generalization of PCA: it decomposes a

tensor into a core tensor (the entries of which show the level of interaction between

the different components) multiplied by a matrix along each mode. CP decomposes

a tensor into a sum of rank-one tensors (combinations of which are factor matri-

ces). The most common model for data fusion is the Coupled Matrix-Tensor Fac-

torization (CMTF), which employs an existing tensor decomposition method such

as Tuckers or CP. Chapter 3 provides a theoretical introduction to the research

with a review of current literature. Chapter 4 then employs the properties of these

algorithms to evaluate the most useful tensor methods in the context of EEG specif-

ically. Using this analysis a hypothesis and investigation is built that describes why

it is expected that certain tensor decomposition methods will produce favourable

results to ICA. A further decomposition method, Parafac2, is introduced in this

chapter with the hypothesis that it will outperform other tensor methods that have

been previously employed in literature.

In Chapter 5 a method to quantify the performance of the algorithms was made,

introducing metrics most useful in the case of EEG signals. A simpler approach

with multiple performance measures was deemed better than a unified metric that
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may lose information. Distinction between measuring the performance of datasets

with known ground truth and unknown ground truth was made here. Large efforts

were also placed in developing an ideal synthetic dataset, to enable a robust com-

parison of the tensor methods. The real datasets used were also briefly introduced.

Using ICA as a baseline metric, the results on the synthetic dataset are reported

and discussed in Chapter 6. Results on the real datasets are further reported and

evaluated in Chapter 7. The findings are summarised and an analysis of the de-

composition methods is produced in Chapter 9.

There is an existing library that is being built in Imperial College London for tensor

methods: HOTTBOX [3]. Any significant additions to the open source software

developed as part of this project are briefly described in Chapter 8, with the hope

that it will help further scientific contributions in the field of tensors.



3

2 — Definitions and Notations

An in-depth knowledge of basic linear algebra is assumed in this study, upon which

some definitions in multi-linear algebra for tensors are defined. Some of the neces-

sary definitions and notations which may not be familiar are defined below. These

are assumed for the rest of this study.

A tensor is a multi-linear generalisation of a matrix or a vector, and is denoted by χ

in this report. The dimensions (which also be referred to as the nth order) are given

by the number of modes (nth mode is analogous to the term nthdimension) of a

tensor: χ ∈RI1×I2 . Therefore a second order tensors is a matrix, whilst a first order

tensor is a vector. It can also be said that this is the result of the tensor product of

n vector spaces. Please note that while some relationship exists, this definition is

different to the mathematical description of tensor f ields.

2.1 Linear operations

The Kronecker product of two matrices A ∈ RI×J and B ∈ RK×L is a matrix C ∈
RIK×JL.

A⊗B =


a11B a12B ... a1JB

a21B a22B ... a2JB
...

...
. . .

...

aI1B aI2B ... aIJB


The entries of the matrix C can be written in the following way:

c(i−1)K+k;(j−1)L+l = aijbkl (2.1)

The Hadamard product is obtained by multiplying the matrices A ∈ RI×J and B ∈
RI×J element-wise to give matrix C ∈RI×J
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A ∗B =


a11b11 a12b12 ... a1Jb1J

a21b21 a22b22 ... a2Jb2J
...

...
. . .

...

aI1bI1 aI2bI2 ... aIJbI2


The Khatri-Rao product is similar to the Kronecker product, but it performs the

product on the same columns. Therefore for A ∈RI×K and B ∈RJ×K to give matrix

C ∈RIJ×K

A⊗B =


a11b1 a12b2 ... a1KbK
a21b1 a22b2 ... a2KbK
...

...
. . .

...

aI1b1 aI2b2 ... aIKbK


A�B = [a1 ⊗b1a2 ⊗b2...aK ⊗bK ] (2.2)

2.2 Tensor Notation

Multi-linear algebra
x = [xn],X = [xn1,n2

], χ = [xn1,...,np ] vector, matrix and tensor
x∗ Complex Conjugate
Λ ∈RR×R×...×R Diagonal core tensor with nonzero entries λr on

main diagonal
X−1, X>, X† Inverse, Transpose and Moore-Penrose pseudo in-

verse
◦ Outer product
⊗ Kronecker product
� Khatri-Rao product
×p Mode-n product
X (n) ∈ RIn×I1···In−1In+1···IN Mode-n matricization of tensor χ
[[A,B,C]] Canonical Polyadic (Parafac) decomposition
χ(:, i2, i3, · · · , iN ) Mode-1 fiber of a tensor
χ(:, :, i3, · · · , iN ) Slice of a tensor

Table 2.1: Multi-linear algebra notation used in this project

Please note that, similar to the matrix notation, a colon represents all entries of a

mode of the tensor χ.
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Information Theory
x ⊥ y x orthogonal to y
x ∼ P x follow the distribution P

Table 2.2: Multi-linear algebra notation used in this project

The Frobenius Norm of a Tensor χ ∈RI1×I2...×IN is given as follows:

||χ|| =

√√√√ I1∑
i1

I2∑
i2

...
IN∑
iN

χ(i1, i2, ..., in)2 (2.3)

Matricisation

N-mode Matricisation is simply the unfolding of a tensor to a matrix in N differ-

ent ways. The N-mode product between a tensor χ ∈ RI1×I2×...×IN and a matrix is

denoted as follows:

y(i1, ..., in−1, r, in+1, ..., in) =
In∑
j=1

χ(i1, ..., in−1, r, in+1, ..., in)A(j, r) (2.4)

N-mode tensors and their products

Fixing indices of a particular tensor gives a subtensor, some of which have interest-

ing properties. In the table 2.1 the definitions of a slice and fiber were introduced.

Considering a third order tensor these can be visualised as shown in figure 2.1. In

literature χ::k, χi::, χ:j: are referred to as front, horizontal and lateral slices respec-

tively.

Figure 2.1: Slices of a tensor of order 3

The definition of a fiber is that all indices but one of a tensor are fixed. Therefore

for a matrix, a column is defined to be a fiber. For tensors of order three, χ:jk, χi:k,

χij: are mode-1, mode-2 and mode-3 fibers.
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Figure 2.2: Fibers of a tensor of order 3

The mode-n product is simply the unfolding of a tensor by a mode followed by a

matrix or vector multiplication. This is then reshaped into a tensor. Let U be a

matrix ∈RJ×IN

(χ ×n U )i1...in−1jin+1...iN =
In∑
in=1

xi1i2...iNujin (2.5)

Unsupervised decomposition

Forward model: Matrices

xt =
K∑
k=1

bTk Sk,t + et

X = AS +E

(2.6)

Forward model: Tensors

χ = κ×Ni=1 U
(i) + ε (2.7)
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3 — Background: Tensor Decom-
position, Feature Extraction
and Data mining

This chapter aims to provide an overview of related literature on low rank tensor

decomposition, feature extraction, data fusion, and a brief analysis on the current

developments for data mining.

3.1 Introduction

There exist very well studied and applied techniques of decompositions and fea-

ture extraction when concerning linear algebra. However, generalisations of such

techniques to multi-linear algebra has only seen developments more recently. This

survey aims to introduce these, as well as to determine which applications will be

most appropriate for such datasets.

Some of the vast research areas where tensor decomposition has been used suc-

cessfully include Chemometrics [4] [5], psychometrics [6] [7] [8], signal process-

ing [9], computer vision [10], data mining and machine learning [11]. The gener-

alised techniques have also seen more theoretical application in the development of

multi-dimensional integrals, and multi-dimensional convolution, solving stochas-

tic and parametric PDEs.

Consider a tensor χ of order d. The size of χ will clearly increase exponentially

relative to the size of d. This is a major problem with large datasets in numer-

ous applications, including but not limited to machine learning algorithms, and

the problems that arise with this are often referred to as the curse of dimension-
ality. Therefore this motivates the first application that will be explored in this

study: low-rank tensor decompositions of higher order tensors for a compressed

representation. Whilst there are reshaping techniques that allow one to perform

such analysis on these datasets in two dimensions, some inherent characteristics
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are inevitably lost in a majority of the cases with such methods.

A concise assessment of the tensor decomposition methods has been presented in

[12], and a more detailed analysis is found in [13] [14]. Literature reviews of a

similar nature can be found in [15] [16], however the focus of this review is solely

on data mining - that will be applicable to an EEG dataset for example.

3.2 Structured Tensors: tensorization by folding

Also known as segmentation, a tensor may be obtained through the folding of a

vector by rearranging and reshaping data entries. In folding, a tensor χ is obtained

from a vector x such that:

χ(i1, i2, ..., iN ) = x(i)

∀1 ≤ in ≤ In

where i = 1 +
N∑
n=1

(in − 1)
n−1∏
k=1

Ik is a linear index of (i1, i2, ...)

(3.1)

Hankel Folding

Prior to discussing a Hankel tensor, introduced by Papy et. al [17] in a signal pro-

cessing application, consider the structure of a Hankel matrix. It is a square matrix

with the same ascending skew-diagonals.

An I × J matrix of length I + J − 1 is as follows:

AI,J (y) =


a1 a2 ... aJ
a2 a3 ... aJ+1
...

...
. . .

...

aI aI+1 ... aL


A Hankel tensor of order N, and therefore of size I1 × I2 × ...× IN , is obtained from

a vector of length
∑
n In −N + 1 such that:

χ(i1, i2, ..., iN ) = a(i1 + i2 + ...+ iN −N + 1) (3.2)

It should be noted that any slice of the Hankel tensor (i.e. fixing (N −2) indices) are

Hankel matrices. If it is the case that In = I ∀n with identical dimensions, then it is

also a symmetric tensor. A Hankel tensor can be constructed from another Hankel

tensor of a smaller order by converting its fibers to Hankel matrices.
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Toeplitz Folding

A Toeplitz matrix has the same entries in each diagonal, such that it obtains the

following structure from a vector a of length I + J − 1:

AI,J (y) =


aI aI+1 ... aL
aI−1 aI ... aL−1
...

...
. . .

...

a1 a2 ... aL−I+1


The Toeplitz tensor can be derived by considering the discrete convolution between

vectors, as stated in [14]. It is defined as follows:

χ(i1, i2, ..., iN ) = a(ī1 + ī2 + ...+ ¯iN−1 + iN )

whereīn = In − in
(3.3)

Convolution Tensor

Toeplitz and Hankel tensors enlarge the number of data entries of the original

samples, and are therefore unsuitable for analysing signals of large sizes. Consider

a third order tensor I × J × K where J = K − I + 1, for which the (l − I)th diagonal

elements of the lth slice are all ones.

χ(:, :, l) =



0 0 0 ... 0

1
. . .

. . .

0 ... 1 ... 0


A further generalisation and properties are discussed in [18]

3.3 Low rank tensor decomposition

Whilst for second order tensors widely known and studied techniques exist (built

on singular value decomposition), a generalisation to tensors is not trivial. The

study will principally focus on three types of tensor decomposition: Canonical

Polyadic (Parafac), Tucker and Tensor Train. A comprehensive overview of the

methods will be provided, as well as their applications in data minings. The ob-

tained low rank representations are particularly useful in separating signals from

a mixture.
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Canonical Polyadic (Parafac) Decomposition

The simplest decomposition of a tensor of Nth-order χ is into a linear combination

of rank one components. [19]

χi1,i2,..,id = u(d)
1 ⊗u

(d−1)
1 ⊗ ...⊗u(1)

1 + ...+u(d)
R ⊗u

(d−1)
R ⊗ ...⊗u(1)

R (3.4)

This is often expressed as χ ≈
∑R
r=1λrb

(1)
r ◦ b

(2)
r ◦ ... ◦ b

(d)
r = [[Λ;B(1),B(2),B(3), ...]]

where λr are entries of the diagonal core tensor Λ ∈RR×R×R... and B(n) = [b(n)
1 ,b

(n)
2 ,b

(n)
R ]

are the factor matrices.

Figure 3.1: Visual representation of the Canonical Parafac decomposition

The rank of such a tensor is therefore defined to be the smallest number of rank

one components that generate χ as their sum. If the elements of a tensor were to be

drawn from a continuous uniform distribution, the typical rank is introduced as

any rank that occurs with a non-zero probability. The maximum rank is introduced

as the largest rank attainable. Finding the rank is an NP-hard problem, and no ro-

bust algorithms or estimations exists for tensors greater than third order. However

rank decompositions are often unique for higher order tensors, which means CP

decomposition is unique.

The notion of border rank is introduced to be the minimum number of rank one

tensors that approximate the tensor with an arbitrarily small error.

CP Decomposition is estimated by minimising an appropriate cost function, which

provides a representation is arbitrarily close in terms of fit. The cost function com-

monly used is that of the least squares type.

J1(x(1),x(2)...x(N )) = ||χ − [[Λ;x(1),x(2)...x(N )]]||2F (3.5)

A commonly used method to compute this for a tensor is using the alternating

least square algorithm, which individually optimises each component by setting

the others to be fixed.

The component matrices are updated as follows:

A(n)← X(n)

(
�A(k)

)(
⊗(A(k)TA(k))†

)
(3.6)
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Algorithm 1: CPD using ALS

Data: Tensor χ ∈RI1×I2×...×IN , rank R
Result: A(1) ∈RI1×R,A(2) ∈RI2×R, ...,A(N ) ∈RN×R,λ ∈R1×R

1 Initialise factor matrices A(n) ∈ repeat
2 for n← k to N do
3 V ← A(1)T ·A(1) ∗ · · · ∗A(n−1)T ·A(n−1) ∗A(n+1)T ·A(n+1)T ∗ · · · ∗A(N )T ·A(N )

4 A(n)← X (n)
(
A(N ) � · · · �A(n+1) �A(n−1) � · · · �A(2) �A(1)

)
V †

5 λ← Norm of A(n) columns
6 Normalise A(n) columns
7 end
8 until convergence criteria met;
9 return λ,A(N ),A(N−1), ...,A(1)

The condition for uniqueness is that the the sum of rank of the factored matrices

must be greater than a certain value. For example, for PARAFAC on a 3 way tensor,

rank(A) + rank(B)+ rank(C) ≥ 2R+ 2 [20]. R is the number of components.

The time complexities for matrix unfolding and the Khatri-rao product are as

shown below:
3-way case n×n2 r ×n2

d-way case n×nd−1 r ×nd−1

Some optimisations such as applying fast Johnson-Lindenstrauss Transform exist

to ensure the incoherence. Implementation of a parallel ALS has also be suggested.

[21]

Parafac can also be seen as a tucker model, introduced in section 3.3, in which the

operation κ×Ni=1 U
(i) is restricted.

Applications

Two-way PCA in the context of multi-way arrays is more complicated than Tucker,

which in turn is a more complex model than PARAFAC. Occam’s razor is a very

old principle, stating that the simplest model be preferred. The tensor method has

therefore seen a very wide range of applications since its development.

Applications that require traditional PCA can generally be used with PARAFAC

decomposition. It has been used extensively in chemometrics [4] [5], neuroscience

[22] [23], data mining [11] [24], data fusion [25].

Tucker Decomposition

Tucker Decomposition may be viewed as a higher order principal component anal-

ysis. It decomposes a tensor into a core tensor multiplied by a matrix along each
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mode, known as factor matrices. These are the principal components in each mode.

Thereby providing a more general factorisation of the tensor.

vec(χ) = (UN ⊗UN−1 ⊗ ...⊗U1)vec(κ)

χ ≈
R1∑
r1=1

...
RN∑
rN=1

κr1,r2...rN (u(1)
r1 ◦u

(2)
r2 ◦ ... ◦u

(N )
rN )

= κ×1 U
(1) ×2 U

(2)...×N U (N )

= [[κ;U (1),U (2), ...,U (N )]]

(3.7)

Figure 3.2: Visual representation of the Tucker decomposition

The projection orthogonal matrices P , Q, R are obtained by choosing a relative

error ε, such that:

||χ − (κ ×1 P ×2Q ×3R)|| ≤ ε||χ|| (3.8)

Tucker decomposition can be considered to be a more general form of the CP de-

composition, where the core tensor is superdiagonal and P =Q = R. The T ucker(n)

sets any subset of the factor matrices to the identity matrix. The core tensor can

be viewed as a compression of the original tensor. Therefore any dataset that can

be modelled with PARAFAC can also be modelled by Tucker. Unlike CPD, Tucker

cannot be considered to be unique.

If all the factor matrices are full column rank, the decomposition is in an indepen-
dent format. If they are orthogonal as well, the decomposition is of orthonormal
format. Two of the most common algorithms for computing Tucker decomposi-

tion are the HOSVD model (Higher order singular value decomposition) or HOOI

(Higher Order Orthogonal Iterations). Most implementations are based on ALS or

HALS (hierarchical ALS).

The definition of multilinear rank of a tensor χ is given as (r1, .., rd). Unlike CP

decomposition, at most rµ of the set T (r1, ..., rd) in a µ-rank tensor.

Consider the computation of Tucker decomposition. The least squares solution of

the 3.7. HOSVD does not guarantee to reach the optimal solution to the decompo-
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sition.

vec(κ̂) = (U (N ) ⊗UN−1 ⊗ ...⊗U (1))†vec(χ) (3.9)

By orthogonality U (i)† =U (n)T , and we obtain the solution

κ̂ = χ ×N U (N )T ...×2U
(2)T ×1U

(1)T (3.10)

On higher level perspective HOSVD calculates the singular matrices

U (1),U (2), ...,U (N ), for every n-mode matricization of the tensor. Thereby giving an

approximate solution to the problem

minB ||χ −B||2F (3.11)

A study of the properties of HOSVD can be found in [26]. It was proven by De

Lathauwer et al that every tensors admits a higher order singular value decompo-

sition.

Numerous improvements to the efficiency of the algorithm exist. One common

technique to obtain a cheaper approximation to the problem is the the Truncated

HOSVD. [27] The orthogonal factor matrices are obtained from the SVD of the

mode-k unfolding of the tensor, as has been shown above.

χ(k) = U (k)Σ(k)V (k)T (3.12)

The fundamental concept behind T-HOSVD is to take the rank - r1, r2, ..., rdand store

only the top sk left singular vectors U (k) Computations of the the best mulit-linear

rank based on the Newton-Grassmann method have also been explored by Lars

Elden and Berkant Savas , which will not be discussed in this study. [26]

Algorithm 2: Higher-Order Singular Value Decomposition

Data: Tensor χ ∈RI1×I2×...×IN , ranks R1, ...,RN
Result: U1 ∈RI1×R1 ,U2 ∈RI2×R2 , ...,UN ∈RIN×RN and K ∈RR1×...×RN

1 for n← 1 to N do
2 [U ,σ ,V ]← SVD(X(n))
3 Un← U (:,1 : Rn)
4 end
5 K← χ ×N U T

N ×N−1 · · · ×1 U
T
1

6 return U1,U2, ...,UN and K

Applications

The limitations of the algorithm primarily lie in the exponentially growing mem-

ory required to store the r1 × ... × rd core tensor. For a massive scale dataset where

the dimensions of d are large, this becomes too expensive.
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Algorithm 3: Higher-Order Orthogonal Iteration

Data: Tensor χ ∈RI1×I2×...×IN , ranks R1, ...,RN
Result: U1 ∈RI1×R1 ,U2 ∈RI2×R2 , ...,UN ∈RIN×RN and K ∈RR1×...×RN

1 Initialise U1...UN using HOSVD or randomly
2 repeat
3 for n← 1 to N do
4 W ← χ ×N U T

N · · · ×n−1 U
T
n−1 ×n+1 U

T
n+1 · · · ×1 U

T
1

5 [U ,Σ,V ]← SVD(W(n))
6 Un← U (:,1 : Rn)
7 end
8 until convergence criteria met;
9 K← χ ×N U T

N s ×N−1 · · · ×1 U
T
1

10 return U1,U2, ...,UN and K

Tucker decomposition has seen numerous applications in data mining and ma-

chine learning [28] [24], image processing [29], pattern recognition [30], signal

processing [31] [9]. It is a fundamental decomposition technique for other meth-

ods, such as hierarchical Tucker decomposition and Tensor Train decomposition.

As with many decomposition methods, it can be used for dimensionality reduction

in order to compute CPD with better efficiency.

Tensor Train Decomposition

Tensor train decomposition attempts to address the major limitation of Tucker’s

decomposition method. The tensor is decomposed to the product of a matrix,

three-mode core tensors (also referred to as ’transfer’), and another matrix. Ev-

ery transfer core tensor is linked to its neighbour by a reduced mode Ri , which

need not be calculated. The algorithm is stopped when the approximation error

reaches a certain threshold instead.

χ(i1, ..., id) ≈
∑

r1,r2,...,rd−1

B1(i,r1)κ2(r1, j, r2)...κd−1(rd−2,d − 1, rd−1)Bd(rd−1,d) (3.13)

It can also be represented as:

xi1,i2,...,iN ≈G
(1)
i1
G(2)
i2
...G(N )

iN

where

G(n)
in

= χ(n)(:, in, :) ∈RRn−1×Rn

(3.14)
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Figure 3.3: Visual representation of the Tensor Train decomposition

Now consider the notion of a rank in Tensor Train representation, which is deter-

mined by its matricization. Reshaping the data of the tensor χ into a (n1...nµ) ×
(nµ+1...nd) will give a matrix of the dimensions X(1,...,µ), implying from 3.14 that

the rank of it is ≤ rµ where µ = (1, ...,d).

The simplest method of computing the tensor train decomposition is using the TT-

SVD algorithm. As described in [32], the decomposition uses d sequential Singular

Value Decompositions of auxiliary matrices. This becomes a recursive process to

obtain the core tensors G as follows:

χ(α1i2, i3, ..., id) =
r2∑

α2=1

G2(α1, i2,α2)χ′(α2i3, i4, ..., id) (3.15)

Applications

Tensor Train networks have wide applications that are not only limited to approx-

imating tensorized vectors, but also matrices and scalar multivariate functions.

They are also used in other fields of study, such as quantum physics where the

representation are known as Matrix Product State [33]. The decomposition is com-

monly referred to as the density matrix renormalization group method [34].

Implementing mathematical operations, such as addition or the hadmard product,

on tensors in the TT format is relatively simple. It has therefore seen successful ap-

plications in Markov Random Fields, used for image segmentation, where it is used

for the partition function estimation and MAP inference. It was originally applied

by Novikov et. al [35]. Another very useful application is in the field of machine

learning. In the case of neural networks, most parameters are stored in the fully



16

connected layers and therefore similar accuracies to deep NNs can be achieved

with a shallow network containing a large fully connected layer. Therefore Tensor

Train are used to compress fully connected layers of neural networks. For details

of the application refer to the paper [36].

3.4 Feature Extraction and Selection

Assume K data matrices X(k) that belong to C different classes. Feature extraction

for the training samples involves reducing the model by applying simultaneous

matrix factorisation.

X (k) ≈ B(1)F (k)B(2)T , (k = 1,2, ...,K) (3.16)

Where B are the basis matrices that samples F (K) represent the extracted features.

If the feature matrix is a positive definite diagonal matrix and B(i) orthogonal,

HOSVD is used. If the factors A(i) are orthogonal and feature matrices are dense,

a DEDICOM (Decomposition into Directional Components) model is more appro-

priate.

The basis matrices are estimated by finding N common factors from d simultaneous

decompositions of the d tensors χ(k) ∈RI1×I2×...×IN .

χ(k) ≈ κ(k) ×1 B
(1)...×N B(N ), (k = 1,2, ...,d) (3.17)

This is solved as follows:

arg{B(1),...,B(n)}min
d∑
k=1

||χ(k) −κ(k) ×1 B
(1)...×N B(N )||2F (3.18)

Discriminant analysis To obtain the N orthogonal factors U (n), and the core tensor

κ, Tucker’s HOOI algorithm was introduced by De Lathauwer et al. It is discussed

in further detail in [37]. The training features obtained from the above can be

used for discriminant analysis to project the training features onto the discrimi-

nant subspaces. A linear discriminant analysis approach will be used to find the

discriminant projection matrices ψ for the feature set g.

f (k) = ψvec(κ(k)) (3.19)

Where f (k) are the discriminant features, κ(k) the core tensor. The projection matrix

ψ is found by maximising the fisher discriminant criterion:
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ψ = argmaxψ
ψT Sbψ
ψT Swψ

= argmaxψtr
[
ψT (Sb −γSw)ψ

] (3.20)

f(k) = ψT vec(κ(k)) (3.21)

which is solved using the generalised eigenvalue decomposition (GEVD).

3.5 Data Fusion

The motivation behind data fusion is to develop a model that incorporates the in-

formation from a tensor χ along with ’extra’ information from other matrices or

tensors. Thereby allowing multiple sources to be combined. The ’extra’ informa-

tion is usually meta data coupled with the main tensor. The most popular model,

made by Acar et al. [38], is the Coupled Matrix-Tensor Factorization (CMTF). As-

suming a coupled matrix and CPD has been implemented on the tensor to give

matrices A,B,C,D.

minar ,br ,cr ,dr ||χ −
R∑
r=1

ar ◦br ◦ cr ||2F + ||Y −
R∑
r=1

ard
T
r ||2F (3.22)

Solving this problem is very similar to that of traditional CP decomposition, by

defining an Alternating Least Squares algorithm. The difference is that the data

containing the meta information needs to be concatenated with the matricized ten-

sor of χ: X (1). As in for CPD, a gradient-based approach may also be employed.

In the case that certain datasets differ largely in terms of size to the others, they

will predominantly be responsible for the approximation error. In such a case,

weighting must be introduced.

One problem with this approach is that in the case of unshared factors, the decom-

position does not represent the dataset well. Acar et. al developed a ’structure-

revealing’ model, which is also able to identify shared and unshared factors [39].

Note it is also possible to perform data fusion using Tucker decomposition instead

of CPD.

An efficient version of the algorithm is found in [40], and the implementation used

shown in listing 9.
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Algorithm 4: Coupled matrix Tensor Factorisation: ALS

Data: Tensor χ ∈RI1×I2×...×IN , Matrices Y (n) ∈RIn×Jn , rank R
Result: Factors of tensor: A(n) ∈RIn×R, Factors of matrices: B(n) ∈RJn×R

1 Initialise factor matrices A(n) ∈RIn×R,B(n) ∈RIn×R repeat
2 for n← k to N do
3 V ← A(1)T ·A(1)∗· · ·∗A(n−1)T ·A(n−1)∗A(n−1)T ·A(n+1)T ∗· · ·∗A(N )T ·A(N )+B(n)T ·B(n)

4 A(n)← [X (n) :

Y (n)]
[(
A(N ) � · · · �A(n+1) �A(n−1) � · · · �A(2) �A(1))T : B(n)T

)]T
V †

5 λ← Norm of A(n) columns
6 Normalise A(n) columns
7 end
8 until convergence criterion met;
9 return λ,A(N ),A(N−1), ...,A(1)

Figure 3.4: Visual representation of Coupled Matrix Tensor Factorisation using CPD.

Applications

Data fusion was introduced by Smilde et al. [41] in the context of chemometrics. It

was later applied to data mining by Banerjee et al. [42]. Tensors and matrices have

been coupled in previous research by Lin et al. [43] and Acar et al. [38].

3.6 Tensor methods on EEG datasets

The first study on event related potential was conducted by J. Mocks [2] in 1988,

which was later proven to be equivalent to PARAFAC. There have been a small

number of published work employing tensor methods on brain activity data. Early

work conducted by Estienne et al. [23] studied decomposition of EEG data us-

ing Tucker, to extract information on the effects of a drug on brain activity. Mi-

wakeichi et al. [22] produced a combined analysis of space-time-frequency, as will
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be considered in this project. The tensor was composed after applying wavelet

transformation to the data, and PARAFAC decomposition was used for analysis.

More recently Acar et al. [44] conducted a similar study, also using PARAFAC and

CWT (Continous Wavelet Transform), focused on localising epilepsy. All studies

achieved promising results, allowing for a more quantitative and therefore auto-

mated approach to a dataset that is otherwise primarily qualitatively observed.

Consider now the representation of an EEG tensor. As it was originally introduced,

a three mode tensor was formed consisting of time samples, scales and electrode

channels. A depiction can be seen in figure 3.5. However the tensor methods

are not in any manner restricted to these modes, and most information about the

experiments can be incorporated. For example Cong et al. [45] give an example

of the possibility of an EEG tensor with seven modes. This would consist of time,

frequency, space, trials, subject, group and conditions.

Figure 3.5: Decomposition of a multichannel EEG spectrum Tensor into a sum of ’atoms’.

For the purpose of obtaining a space/time/frequency analysis, either the Short

Time Fast Fourier transform or a wavelet transform may be applied. The latter

has been preferred in literatures due to its preservation of temporal properties.

This is discussed in greater detail in Chapter 4.3. There seems not to have been

an exploration of decomposition methods in previous literatures for EEG, which

motivates this research.
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4 — Theoretical analysis of ten-
sor methods benefiting EEG
properties

The method of extracting a certain activity (neural activity) from a signal (EEG),

usually through the suppression of noise, is known as Blind Source Separation as

these methods lack ground truth. Due to the difficult nature of the problem, very

few literature studies have focused on quantifying the performance of Blind Source

Separation methods. Though some analysis is inevitably conducted qualitatively,

an attempt has been made in Chapter 5 to develop a method for quantifying the

performance of artifact removal techniques. As EEG is a difficult dataset to analyse

it is important to study the properties that can be exploited, and therefore deter-

mine whether tensor decomposition methods would have any advantage over the

widely accepted Independent Component Analysis.

4.1 Statistical analysis of EEG and Artifacts

An Epoch in EEG is simply an extracted time window from the continuous signal,

that is time locked relative to an event/baseline. Traditional means of analysis

involve the exploration of Event Related Potentials (ERPs). ERP components are

formed by averaging across epochs, in which the contributions of random activity

cancel out as the number of trials are increased, leaving only systematic deflections

relative to a baseline. This is an alternative approach to time frequency analysis,

and will not be adopted in this project. ERPs do not allow the parallel cerebral

activities to be processed.

Early advancements in the processing of such signals was using regression, where

it was eventually found to have little success with certain types of artifacts, such

as muscular. This was followed by principal component analysis, where Lins et. al

removed blink artifacts [46].
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The signals of particular interest are generated as action potentials at the mem-

brane of a cell, where a process of depolarisation and repolarisation occurs with

frequencies between 1 Hz and 100 Hz, with a range of amplitudes from 10µV to

100µV [47]. It is important to note, for context, that in order for a signal to be

captured 10,000 to 100,000 neurons have to be activated simultaneously. Apart

from blinks, the origin of artifacts may be from muscle activity (EMG) or the heart

(ECG), which will be useful in Chapter 5. EEG itself is split into rythms in neu-

roscience literatures according to their frequencies: alpha, beta, theta and delta

waves. The frequency range of alpha waves is between 8 Hz and 13 hz and is usu-

ally higher in amplitude. Beta rythms have a range between 13 Hz and 30 Hz; theta

between 4 Hz and 8 Hz; delta below 3 Hz. Since each of these waves are predomi-

nantly formed from particular areas of the brain, it is known that the amplitude of

signals across different areas of the scalp varies. The characteristics are also known

to differ from one subject to another.

Considering their statistical properties, EEG signals are non-stationary, non-linear

and not Gaussian. Numerous studies have shown that EEG signals are spatially

correlated to only their neighbouring channels [48]. The small amplitudes of the

’true’ EEG signals make measured EEG very sensitive to artifacts.

4.2 ICA

Independent Component Analysis performs a full rank matrix factorization into

statistically independent components. These components will be independent in

the temporal domain, but spatially fixed. In its matrix representation this is de-

noted as shown in equation 4.1.

X = B · c

=
R∑
i

cib
T
i

=
R∑
i

Yi

(4.1)

where X is the combined signal ∈ RNc×Nt . C ∈ RNc×R contains the variable com-

ponents (channel signature). B ∈ RNt×R contains the time signatures. Nc is the

number of components, Nt is the number of time samples, R is the selected num-

ber of components in the decomposition. Note that Yi are rank one components.

The second line of equation 4.1 shows that the time signatures can only vary by

a scalar, determined by the channel signature. The forward/reverse problem and

the specifics of representing EEG are discussed further in Chapter 5.
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ICA also assumes the PDFs are not Gaussian, along with statistical independence

- though this is a weaker condition. To derive meaningful statistical properties

(such as kurtosis) one also needs to make the assumption that the signal is statis-

tically stationary. Finally only two modes can be used (e.g. time and space) which

give components that are not necessarily unique. It is possible to resolve this, for

example by allowing rotations of axis, but at the cost of further reinforcing the

assumptions. Despite the assumptions ICA has been very successful as an artifact

removal technique for noises that present themselves often and coherently, such as

eye movements. Note the isolation of the components corresponding to artifacts is

conducted through qualitative examination in this study.

There are a number of reasons why ICA performs better than a similar technique,

also based on SVD, PCA. Firstly the decomposed projections sum linearly onto the

electrodes, due to the independence property. This correlates to measured EEG,

which is a linear superposition of the measured electrodes. Independence is not

a realistic assumption, However it should be noted that artifacts such as muscle

contractions are activated cognitively, and are therefore unlikely to be represented

by the same components. This makes the assumption for EEG not entirely unrea-

sonable. Finally it is highly unlikely that the sparsely active signals are Gaussian

distributed.

The assumptions and the reasons why they might not be too strong are enlisted in

table 4.1.

Assumptions Practical significance

Independent time signals: xi ⊥⊥
xj∀i , j

Signal components, including activity and
noise, are not time locked to the sources of
EEG activity.

Optimal performance when lin-
ear mixing

Volume conduction (even of the scalp) is con-
sidered linear.

No propagation delays Signals are sent almost instantaneously,
though instruments themselves can have
time drifts.

One source per sensor. ICA
cannot separate more than N
sources for N sensors.

Data dependent. It may be the case that there
are more than one statistically independent
signals in a channel.

Table 4.1: Assumptions with Independent Component Analysis for uniqueness, and their plau-
sibility/significance in EEG analysis.

From a geometric perspective, the columns of the weight matrix C−1 represent the
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projection strength of each component to the electrode. The directions of two axis

are selected such that the linearly transformed data has maximal entropy. This is

no different to making the density of the data maximally uniform. An illustration

is provided in Figure 4.1.

Figure 4.1: Illustration of activity removal using Independent Component Analysis in EEG sig-
nals.

4.3 Spectral Analysis

Non parametric approaches, such as the Welch method found in [49] which is an

average of periodograms, require windowing and thus suffer from spectral leakage.

This is a particular problem for EEG signals due to their small amplitudes. How-

ever parametric approach also assume the signal is statistically stationary which,

as has been established, is not the case. In this project the two linear spectral meth-

ods that will be considered are Short Time Fourier Transforms (STFT) and Wavelet

transforms.

STFT

Unlike in the case of Fourier transforms, STFT splits the signal (x(t)) into n number

of segments and a window function w(t) of the same width n is applied, as shown

in equation 4.2. Therefore the assumption is now that each segment is stationary.

ST FT (w)(t, f ) =
∫ ∞
−∞

(
x(t)w∗(t − t

′
)
)
e−2πjf tdt (4.2)

An appropriate window function is one that would minimise spectral leakage for a

particular signal. The assumption may be valid for small time windows, however it

is unlikely to be the case for larger window sizes in EEG. STFT performs temporal
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localisation of the Fourier spectrum x(t) using the shifted window function of fixed

duration and shape. The significance of this is that the frequency resolution and

time resolution are fixed in the time frequency plane. Therefore there is also a

trade off to be made between frequency resolution and time resolution, as a wide

window size provides better spectral resolution and narrower windows lead to a

better temporal resolution. This issue is addressed by wavelet transforms.

Wavelet transforms

A wavelet is a function of finite duration and energy, which is correlated to ob-

tain the coefficients of the transform. A defined mother wavelet’s coefficients are

evaluated at all time instants by translating across time samples, and is used as a

reference. This is performed for every phase where the wavelet is scaled at another

width and normalised to have the same energy as the mother wavelet. Therefore

the coefficients are functions of position and scale.

Faster algorithms, such as discrete wavelet transforms exist. This may be used for

implementation, but the algorithm itself does not provide any more insight into

EEG datasets.

The wavelets are scaled to have long temporal durations and a large value for the

scale parameter when the frequency range is low, addressing the issue with STFT

mention above. Continous Wavelet Transforms (CWT) give the best representation

for signals of high frequency, where a large proportion follows a gradual change

with rare periods of short bursts. They will have limited resolution in low fre-

quency regions of the EEG signal. An illustration of this can be found in 4.2.

Both methods can be used to extract alpha, beta, theta and gamma frequencies;

however considering the properties discussed above, the rest of the project will

primarily use wavelet transforms as the spectral analysis unless mentioned other-

wise.

EEG signals are non-stationary, and therefore the frequency content may vary over

time. Linear methods for Time Frequency Analysis (TFA) are based on a linear in-

tegral transformation of the signal, fundamentally quantifying similarity between

the signal and a basis function. Unlike only spectral analysis, it is able to also

provide insights into temporal evolution.

Quadratic methods

These methods use the signal x(t) directly, instead of transforming it. They are

built on the basis of the Temporal Correlation Function, shown in equation 4.3
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Figure 4.2: (a) Time and spectral resolution in STFT are fixed, whilst they can be altered in
Wavelet Transforms. As can be seen for Wavelet Transforms, increasing the resolution of one
decreases the resolution of the other. (b) Spectogram plot of FP1 channel from EEG with at
two different time resolutions, demonstrating a clear difference in frequency resolution. The real
(reading) dataset used in this project has been depicted with a morelet wavelet.

qx(τ, t) = x(t +
τ
2

) · x∗(t − τ
2

) (4.3)

Wigner-Ville Distribution [50] is simply the Fourier Transform of equation 4.3. It

was introduced by Ville [51] and Wigner [52] in 1948 and 1932 respectively. They

are able to represent more information than spectrograms.

Wx(t, f ) =
∫ ∞
−∞
qx(t,τ)e−jwπf τdτ (4.4)

The principal advantage of this family of distribution is the separation of frequency

and time resolutions, at the expense of producing cross terms in Wx(t, f ). Cohen

[53] introduced time frequency distributions (TFDs) based on WVD, which led to
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the development of Reduced Interference Distribution (RID) as their kernelised

version. For a complete description, the reader is referred to [54].

For the purpose of this project, wavelet transformations will be employed in anal-

ysis as they have been extensively studied in literature. Apart from their well-

known properties, they are also simpler to implement than the alternative quadratic

methods.

4.4 Family of Parafac Decomposition

CPD

One property of PARAFAC that is often exploited is that the decomposition is

unique under weak conditions, as discussed in chapter 3. The atoms from the

decomposition must be of rank one, which imposes a constraint on the temporal

nature of the component signals. Consider the rewritten PARAFAC representation

formed in Section 3.3, rewritten in equation 4.5.

χ =
R∑
i=1

Y i

=
R∑
i=1

ai � bi � ci

(4.5)

For a particular channel p, Y can be written as shown in equation 4.6.

(Y i)channel p = ai · ci,p ·bTi (4.6)

Note the notation χchannelp refers to the pth electrode in the channel mode

Here it is clear that ai · bTi represents the time frequency distribution, as was the

case with ICA. Equation 4.6 shows that for PARAFAC each channel will only vary

by a scale factor: ci . However, unlike ICA, non-stationarity to a certain extent can

now be represented as long as the time frequency distribution is of rank one. This

makes it more appropriate for EEG signals in theory.

Assumptions: For PARAFAC, let A = [a1, ..., aR],B = [b1, ...,bR]andC = [c1, ...cR].

From equation 4.5 it is not difficult to see that the rank of these three matrices

must be greater than one. This is a very weak assumption that is highly unlikely

to be violated by EEG datasets, because no two electrodes would measure the same

signals for their channels.

Imperfect reconstructions: There are a few reasons PARAFAC may not be able

to represent a signal tensor truly. The afore mentioned notion of stationarity is
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required for the observed signals which, to some degree, can be overcome using

small windows. This is similar to the discussion for ICA. Secondly, the noise in

the signal may be correlated with an unknown distribution. Finally it may not be

possible for the linear components to form the original signal.

The algorithm has already been formally introduced in chapter 3, with its pseudo

code for implementation in code listing 1.

Reconstruction error is simply defined by the Frobenius norm of the PARAFAC

representation as a percentage change of the original tensor. This is shown in equa-

tion 4.7

EPARAFAC(R) =
||χ −

∑R
i=1ai ◦bi ◦ ci ||
||χ||

(4.7)

PARAFAC2

Motivation: The requirement for PARAFAC2 stems from a practical issue in mea-

suring EEG, moving temporal sources in the assumed synchronous channels. Apart

from noise there are various biological reasons for these time shifts to occur - some

of which may be brain activity, sweating or muscle tension. These slow time shifts

can change the zero level across channels considerably, and are difficult to prevent

due to the recordings occurring at high frequency from different spatial locations.

The time shift biases lead to components that are not rank one, making PARAFAC

an inappropriate model. The fundamental limitation in CPD and ICA is that the

signals must vary amongst channels by a scale factor, which does not allow for time

shifts to be taken into consideration.

Consider again the CPD decomposition.

(Y i)channel p = ai · ci,p · tTp,i
∴ χchannel p = A · diag(sk) ·Tk

(4.8)

The decomposition is only unique following Harshman constraints shown in equa-

tion 4.9. The relative shifts must also be constant between the components.

T Tk ·Tk =H ∈RR×R (4.9)

This imposes the constraint that the correlation matrix Tk is to be independent of

channel k.
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Definition: Therefore the PARAFAC2 model is stated as follows:

χ̂ =
R∑
i=1

ai ◦ (Fi · diag(ci) (4.10)

Where Fi = [t1,i , t2,i ...tNc ,i] ∈ R
Nt×Nc consists of the time signatures for the nth com-

ponent. Note the matrix Fi · diag(ci) can be interpreted as time-varying channel

signature, thus providing information of the evolution of channel signatures over

time. One important consequence of this is that the components of PARAFAC2 are

exact for the temporal location, whilst for PARAFAC the component at a time may

not correspond to the exact location in time. Therefore the EEG decomposition is

more interpretable as well.

Reconstruction error can be written as shown in equation 4.11

EPARAFAC2(R) =
||χ −

∑R
i=1ai ◦ (Fi · diag(ci)||

||χ||
(4.11)

Figure 4.3: Visual representation of the Parafac2 decomposition.

This study also makes use of a real dataset with the specific reason of testing

Parafac2, that is introduced formally in chapter 5. A drift is a long-lasting change

of the DC potential, and therefore cannot be corrected through averaging using

epochs. This means that they should be observable in scalograms. Figure 4.5

clearly demonstrates undesirable baseline drift artifacts. It was found that it, in

fact, is superimposed to slower neural events. As the drifts can be of any nature

(linear, non-linear, static or dynamic), no universal methods exists to reduce their

effects - though analysis of variance (ANOVA) and wavelet based methods have

achieved some success [55] [56].

The pseudo code is shown in listing 5, and has been implemented into the associ-

ated open source library with this project [3]. To the best of the author’s knowledge,

no other open source implementation of Parafac2 can be found.

Reconstruction error itself is sufficient to show that PARAFAC2 is able to better

represent an EEG signal. This is tested in Chapters 6 and 7. The application to

artifact removal is discussed in chapter 6.
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Algorithm 5: PARAFAC2

Data: Matrices Xk ∈RIk×J∀k = 1...K , rank R
Result: Uk ∈RIk×R,S ∈RR×R×K ,V ∈RJ×R andH ∈RR×R

1 Initialise H ,S[:, :,k]← I
2 Initialise V ← using R eigenvectors of

∑K
k=1X

T
k Xk or randomly

3 Initialise Uk← randomly
4 repeat
5 for n← 1 to N do
6 [Pn,Σn,Qn]← SVD with R components of HSKV T XT

n

7 Un←QnP Tn
8 end
9 for n← 1 to N do

10 Y [:, :,n] = U T
n Xn

11 end
12 H,V , Ŝ = CPD ALS(Y ) for one iteration
13 for n← 1 to N do
14 S[:, :,n] =Diag(Ŝ[n, :])
15 end
16 until convergence criteria met;

4.5 Family of Tucker Decomposition

Tucker decomposition, relative to Parafac, is more flexible (due to the higher order

core array) but it is generally non-unique. Due to this property, Tucker in gen-

eral requires fewer components than Parafac to be able to extract the features of

interest. A simple example is shown in Figure 4.5.

For Tucker, one required information in each mode except the sample mode during

feature selection. Due to the way a Tucker decomposition is performed (see section

9), its decomposition results are less intuitive to understand than that of CPD. In

CPD, an observed artifact in one signature (temporal for example) can be easily

traced in a different signature (frequency for example). Thereby an artifact can be

appropriately defined as a rank one tensor. In Tucker the components in one mode

can interact with other modes in a different component, due to the full core array.

The lack of uniqueness will also mean the spatial topography is not taken into

consideration, as the model can only distinguish component matrices to a certain

rotation.

Recall that singular value decomposition provides a sum of rank one matrices, as

shown in equation 4.12. One interpretation of this is the division of power into

n components of A. The method can be used for artifact removal in the manner

described in section 6.4, but not artifact extraction as PARAFAC enables. An im-

portant point to note is that Tucker, as SVD for matrices, organises itself by an
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Figure 4.4: (a) A time series view of the channels from the real reading dataset. Many electrodes,
such as AF7, experience baseline drifts. (b) Generated scalogram of the dataset. The arrowed
lines indicate that there is a latency between the response of the occipital channels (nearer to the
eyes, which respond first) compared to the frontal ones.

order of captured variance by each component.

A =
r∑
k=1

ukσkv
T
k

An =
n∑
k=1

ukσkv
T
k

||A||2F =
r∑
k=1

σ2
k

(4.12)

4.6 Data Fusion methods

The tensor factorisations discussed can be used for analysing matrices of EEG data,

as the models decompose into coupled matrices that are analysed simultaneously.

Couple Matrix Tensor Factorisation model (CMTF) allows coupled analysis of het-
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Figure 4.5: Parafac and Tucker decompositions with a very small number of components. This
example, conducted on a real (MNE) dataset, illustrates that Tucker requires fewer components
than Parafac to extract blinks.

erogeneous data, which decomposition methods cannot directly. In this study si-

multaneous MEG, EEG dataset have been used for further analysis. It should be

noted that an entirely data driven approach is considered, and model driven ap-

proaches built on Bayesian statistics are out of the scope of this project.

Decomposition will provide spatial signatures MG, temporal signatures TV and

spectral FV . The MEG data will be decomposed into only spatial M and temporal

signatures T . Another possible dataset to fuse with could have been fMRI, which

measures oxygenated blood flow. Most notably fMRI and EEG has previously been

used by Acar et. al to identify activity patterns in Schizophrenia [57].
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5 — Quantifying performance for
artifact removal

Artifacts are of great interest for two reasons. Firstly they form a large proportion

of the power of the signal, and impact numerous processing techniques negatively.

However many neural activities may also be correlated with certain artifacts, such

as between blink-evoked activity and other neural activity. Ocular artifacts are

often the most prevalent and have the large power value, and will therefore be the

most interesting for this project.

There are principally three categories of solutions that address these issues with

ocular artifacts. The first method being to record with eyes closed, however this

places a limitation on the activity and does not guarantee complete removal of

blink activity. Rejecting trials or segments of datasets that may contain ocular

activity is another simple method to address this problem. This involves reject-

ing large amounts of data that may not be easily reproducible. The third class of

solutions involves correcting EOG activity. This is the category that this project

addresses.

5.1 The problem set

To be able to measure the true success of the methods that have been implemented,

it is important to have defined a ground truth. In this application the ground truth

would be the perfect separation of neural activity and artifacts. Please note that

artifact removal in this study is simply treated as a method of activity localisation.

One way of doing this is to generate synthetic EEG data, allowing greater control

over the spectral and spatial modes as well, which involves solving the forward

problem for projection onto the scalp. Therefore simulating EEG is not trivial. The

functions available from an existing library [58] are used in the manner shown

in figure 5.1 to generate this dataset. A framework for artifact removal will be

developed, and an open source dataset is used to test the tensor methods in an

existing framework.
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One method of compressing/localising blink artifacts would be to regress out ref-

erence signals near the eyes (channels such as FP1 and FP2). However this is practi-

cally difficult as it requires clean EOG channels, and artifact signals may propagate

to EOG sites. Further they may also compress neural activity that is found common

in the reference and frontal electrodes.

For all datasets, the sensor positions are defined as shown in figure 5.1.

Figure 5.1: Topological view of the scalp Electrode positions described by the 10-20 system (left)
and a synthetic version (right).

5.2 Overview of the real Datasets

The artifact removal methods were also tested on two real datasets, one being af-

fected by drift frequencies and other noise sources more than the other. A sum-

mary of the datasets is found in table 5.1. MNE provide a simultaneously recorded

EEG and MEG dataset [58], which has been used for this project. Simple experi-

ments of auditory and visual stimuli were used to measure induced responses. Bad

channels have also been removed manually. The dataset was readily filtered from

0 to 40 Hz, removing line noise and its associated harmonics as well as some other

noise elements.

The less well behaved dataset is obtained from [59], and was measured in relation

to the work by Henderson et al. [60]. It is a natural reading task, where the subject

is expected to respond to the appearance of an animal’s name. The dataset had

some ground truth available as blink locations could be obtained from the sepa-

rately recorded eye movements. The context of the measurements is not significant

in this case, as long as other neural activities are present that can be recovered.
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General description of the EEG dataset
Property Description MNE Data Reading

data
Sampling Fre-
quencyfs

Defines the frequency resolution 150Hz 512Hz

Number of elec-
trodes

Defines the frequency resolution 376 (GRAD :
204,MAG :
102,ST IM :
9,EEG :
60,EOG :
1)

72EEG

Filtering proper-
ties

Sinusoid of fixed amplitude for
each dipole source, synchronised
across the layers

(0.1,40)Hz (0.1,100)

Time Duration The signal duration 277.7s 102s
Events Defines the frequency resolution Visual /

Auditory
events (x6)

reading
and in-
terpreting
(x5)

Table 5.1: Properties of measured EEG datasets used

Generating Synthetic Data

A linear EEG model is assumed in most of the project, following the ideas of Parra

et al. [61]. The source potentials are assumed to be additive s(t), such that the

signal can be easily represented from the model of a single current source x(t) =

as(t), as shown in equation 5.1 with an additive noise term.

X(t) = As(t) +n(t) (5.1)

A is referred to as the forward model. A similar equation may be obtained that

maps the sensor activity to the sources. This is shown in equation 5.2, where V is

referred to as the backward model. This is the equation of interest for generating

synthetic EEG.

Ŝ(t) = V T x(t) (5.2)

One way to select V is to simply consider the least mean squares estimator, min-

imising noise minv
∑
t ||n(t)||2. This has the solution A†. If noise covariance is

known/estimated, a better distribution of true noise is known which can be in-

corporated in the solution. This is shown in equation 5.3.
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v̂T = (ATA)−1AT

= A†

or with noise

v̂T = (ATR−1
n A)−1ATR−1

n

∴ Ŝ(t) = S(t) +V †n(t)

(5.3)

The dataset was generated using MNE [58] with the parameters as tabulated in 5.2.

A description of the generation process can be found in Figure 5.3. For the majority

of the project, a simple dataset of EOG (blink) artifacts solved using the forward

problem, and Gaussian noise was used. To generate the multivariate Gaussian dis-

tribution, a noise covariance were used from an actual recording that is available

in MNE’s dataset [58].

All significant properties for the purpose of this study from the real dataset have

been preserved. This includes an almost perfect power spectral density, and ocular

artifacts that have a rapidly decreasing amplitude with distance from the eyes.

Effects from EEG rythms were also added for exploratory purposes.

Figure 5.2: Simulation process of synthetic EEG data generation using the forward model.

The time series representation can be found in figure 5.3

5.3 Methods of quantification

Particular components of the specific dataset are extracted, therefore there is no

meaning to splitting into train/validation/test. Reconstruction errors show how
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General description of the EEG dataset

Property Description Value

Sampling Fre-
quencyfs

Defines the frequency resolution 1100Hz

Sinusoid har-
monic f

Sinusoid of fixed amplitude for each dipole
source, synchronised across the layers

10Hz

Time Duration The signal duration 10s

Event/Epoch du-
ration

The time an event (blink) will last 2

IIR Filter Coeffi-
cients

The denominator coefficients [0.2, -0.2,
0.04]

Number of
dipoles

A dipole is the location of a source 4

Table 5.2: Properties of the synthetic EEG dataset

well a model is able to represent the EEG signal, and while this will be taken into

consideration, it by no means quantifies performance on source localisation/ex-

traction.

Case A: Known ground truth

In this experiment it is possible to separate the noise, EOG(blink) and ECG (rythms

affecting EEG) artifacts and therefore compare them to the results obtained. The

correlation coefficient and relative mean squared error are apt metrics for this case,

following equations 5.4 and 5.5. Note that there is no widely accepted definition

for normalised/relative mean squared error. The fundamental issue here, however,

is in the reconstruction of the EEG signal to allow such a comparison.

RMSE =
MSE(Xc − X̂)
MSE(Xc)

whereXcdenotes the corresponding channel

c for the reconstructed EEG signal.

(5.4)

ρs =

(
vec(X̂c)−µX̂c

)T
·
(
vec(Xc)−µXc

)
||
(
vec(X̂c)−µX̂c

)
|| · ||

(
vec(Xc)−µXc

||
)

where Xc denotes the corresponding channel

c for the reconstructed EEG signal.

(5.5)
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True RMSE can only be calculated if the transform used, being CWT in this case,

allows perfect reconstruction. Although with wavelets such as Morelet it is possi-

ble to achieve an almost accurate reconstruction, there is still an additional uncer-

tainty when comparing the reconstructed signal to the true signal [62]. In order to

overcome this uncertainty, a simple modification to the method is made.

The wavelet transform is linear

W [s(t)] =W [as1(t) + bs2(t)] = aW [s1(t)] + bW [s2(t)]

As the noise is separable when the ground truth is known:

W [aseog(t) + bsnoise(t)] = aW [seog(t)] + bW [snoise(t)]

But with the inverse, an approximation of the signals are constructed

=⇒ W−1
[
W [aseog(t) + bsnoise(t)]

]
= as̃eog(t) + bs̃noise(t)

(5.6)

The artifact removal using decomposition gives a clean signal sclean(t) from s̃(t) and

not s(t) (although it is a very good approximation of s(t)) without snoise(t). Let this

be denoted as ŝ(t). In this study ŝ(t) will be compared to s̃(t) instead of s(t).

Consider the limitations of the Relative Root Mean Squared Error (RRMSE) in the

context of EEG. Signals of a small amplitude will tend to give better RRMSE, due

to a smaller denominator in the defined equation. As neural activity is of much

smaller amplitudes than the artifacts, removing too many components (which in-

cludes important brain signals) may actually lead to an improvement in the metric.

Mean Absolute Error (MAE) is a more robust version of Root Mean Squared Error.

As the variance increases, the error magnitudes will increase. This is depicted in ta-

ble 5.3. A more complete discussion comparing providing reasons to use the MAE

can be found in [63]. Although the results of the study should be noted, it does not

necessarily mean MAE is more appropriate for this project as only one aspect of

the error characteristics are explored. The ground truth that is being compared to

is normally distributed noise, for which RMSE provides a more accurate measure-

ment (closer to the real), as errors will be Gaussian [64]. Note that the L-2 norm is

scaled RMSE. Therefore relative RMSE will be used as the distance metric.

S =
1
n

n∑
i=1

|ei | (5.7)

The correlation coefficient measures the cosine angle relative to the centroid. Geo-

metrically if two points lie on the same radius from the centroid will have a coeffi-

cient of 1, and 0 if they form a right angle from the centroid. It is not found to be

representative of the true performance if the reconstructed errors are larger than
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Error metrics
Metric Low Variance High Variance
Re0 3 7
Re1 3 3
Re2 3 2
Re3 3 0
MAE 3 3
RMSE 3 3.94

Table 5.3: Example showing how the variance of a signal may effect the RRMSE. Rei denotes the
ith relative error.

the original signal. This will give an unusually high correlation coefficient. Since

the strengths of RRMSE complement the weaknesses of the correlation coefficient

as a performance metric, both will be reported to measure performance.

Case B: Unknown ground truth

A decomposition method’s fit may simply be determined by the reconstructed error

/ Mean Squared Error (MSE) (refer to equations 4.7, 4.11).

There is no established method of quantification in artifact correction research that

can be employed as a method of evaluating performance. To develop an estimated

measure of performance, consider a scenario in which the artifact signal and neu-

ral activity signal are separated perfectly. Upon the assumption that the artifacts

are not correlated to the neural activity, one would assume that a good separation

should tend towards zero correlation. Based on this idea, it is suggested that the

correlation between the reconstructed/clean signal with the original signal be used

as a metric for performance. Although the blink artifacts decrease in power (ap-

proximately by the inverse square law), it is expected that electrodes closer to the

ocular region will have a smaller correlation to those further away - under the fur-

ther assumption that an individual artifact lasts for the same time duration in all

signals.

The use of simple variability measures, such as standard deviation or mean abso-

lute deviation, does not provide information about the underlying rythms. There-

fore other methods are needed to obtain biologically useful information. Prior to

discussing such metrics, it should be noted that analysis in the spectral domain is

affected more by artifacts than in the temporal domain.

Entropy Measures Estimations of entropy allows one to quantify the irregularities

in a time series. In the context of EEG two broad categories that may be explored

include: spectral entropy and embeddings entropy [47]. Spectral entropies use the
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power spectrum as their probabilities, whilst embedding entropies use the signal

directly.

For spectral entropies, Renyi’s entropy is generally preferred over Shannon’s en-

tropy in EEG literature, both shown in equation 5.8 and equation 5.8 respectively.

Spectral entropy

S =
∑
pklogpk
log(N )

(5.8)

where pk is the amplitude at frequency k, and N is the number of frequencies.

Hm = φ−1

∑
f

pf φ(T (pf ))

 (5.9)

where φ is defined to be 2(1−α)x.

Note: setting φ to x gives Shannon’s entropy.

Sample entropy may also have been used.

The metrics discussed in this section for measured EEG datasets are not sufficient

to measure the performance of EEG, but rather are necessary checks. They have

been tested qualitatively, an example of which is shown in Appendix A. Consider

the procedure of artifact removal, the assessment of which components correspond

to blinks is a fundamental problem that requires one to look at the results of the

reconstructed signal. It is not known if a blink is a blink and not a different con-

centrated activity in the ocular region, and the best manner of determining this is

by face validity of the correction. Therefore qualitative analysis of EEG signals will

still be a very important factor in this study
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Figure 5.3: [Top]An incomplete view of the time domain signals of the generated measured and
synthetic data respectively. The synthetic data was generated by solving the forward model and
has three distinct blinks visible. It consists of EOG (blinks) and Gaussian noise only. [Bottom]
The power spectral density is 1/f of measured and generated data respectively. PSD generated
using MNE.
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6 — Applying decomposition for
artifact removal on Synthetic
Data

Previous approaches include simplifying the generation of the eye movement to

assume one source. A detailed understanding of the eye movement voltages is not

necessary for this project, however it is important to note that the measurements

are of voltage differences are recorded. Therefore values may become negative at

one side of the scalp. Electrooculogram (EOG), measurements of electrodes close

to the eyes, are commonly used in ocular artifact removal. This will be available in

Synthetic datasets, as well as one real.

Consider the general case of Fourier Transforms, including the STFT that may be

appropriate for EEG signals. Here the signal is transformed to a spectral domain

where it can have a magnitude and phase. Whilst it is possible to deal with only the

power of the signals by taking the absolute value of the complex number: ||z ∈ C||,
clearly information is will not allow for reconstruction.

Figure 6.1: Artifact removal using decomposition methods

All methods were applied to 8 seconds of the data, consisting of three blinks (larger

datasets were not possible due to performance).
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6.1 Deriving a method for artifact removal

This section builds on the basic definitions and assumptions stated in the linear

modelling of EEG in Section 5.2. The artifact removal method for tensors has been

inspired from the two dimensional case derived by Parra et al. [61].

The linear combination of the surface potentials corresponding to the artifacts is

as given in equation 6.1, assuming a linear estimate of the source model as shown

in equation 6.2.

Xartif acts(t) = AS(t) (6.1)

Ŝ(t) = ATX(t) (6.2)

Here A depicts the coupling between source signals x(t). To obtain a clean signal,

simply subtract the artifact activity from the original. This is done by projecting

the signal to the the normalised nullspace of A: AA†.

x⊥(t) = x(t)− xartif act(t)

= (I −AA†)x(t)
(6.3)

A† is the pseudo inverese of A, and is used as the separating matrix here. Using

equation 6.3 a verification of the correlation metric as a means for quantifying

performance can be seen. Here x⊥ is orthogonal to Ŝ(t), which can be easily shown

as in equation 6.4.

x⊥ · Ŝ(t) = (I − ÂÂ†)xŜT = 0 (6.4)

Note that this subspace projection will geometrically reduce the rank.

In the case of ICA, y =Wx has components that are maximally independent, where

W is the un-mixing matrix. Selecting components that correspond to artifacts from

y(t) as ỹ(t), the clean data is given by xC = x(t)−Aỹ(t) = x(t)[I −AW̃ ].

Now consider the Tucker representation of the EEG signal. To derive the equiva-

lent, the mode product representation is considered. In a similar manner a projec-

tion onto the nullspace is used, however for a particular mode only. Equation 6.5

illustrates an example for mode 1.
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χ = κ×1 U
(1) ×2 U

(2)...×N U (N )

=⇒ χclean = κ×1 U
(1)(I − ÂÂ†)×2 U

(2)...×N U (N )
(6.5)

Therefore any particular mode can be reduced with this representation and the

signal reconstructed.

A similar derivation of Parafac is obtained if it is written in the mode-product form

shown in equation ??. Note I is a super-diagonal tensor of ones.

χ = I ×1 U
(1) ×2 U

(2)...×N U (N ) (6.6)

Figure 6.2: Illustration of projection onto the Null Space for artifact removal. The direction
x⊥ allows reconstruction of a factor matrix on a subspace, such as the channel signature, with
aritfact components removed.

Whitening is sometimes a suggested preprocessing step for general blind source

separation methods to make the problem well posed.

6.2 Baseline ICA

When considering what the best method is, the question of whether the signals

should be treated as non-linear deterministic or stochastic systems arises. There

are reasons to believe both ways. As there is no notion of a pure signal, and it

is not possible by any known means to determine its characteristics at any given

point - it will be considered a stochastic system in this study. The objective is to

remove the artifacts without effecting the quality of the EEG signal.

Consider the type of artifacts. Ocular artifacts can generally be seen in EEG, and

more clearly recorded in EOG, due to their larger amplitudes relative to back-

ground activity. Muscle artifacts are much more varied in their characteristics,
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as the amplitude and durations depend on what muscle was contracted and how.

Cardiac artifacts have low amplitudes and are periodic in nature. It is expected

that a well placed reference signal should make such noise insignificant.

There is no intent to provide an extensive survey of the matrix methods used for

artifact removal in EEG signals, ICA is considered as the blind source separation

method for the baseline model. The advantage of blind source separation meth-

ods is that they do not require a reference waveform. ICA solves the blind source

separation problem explicitly, whilst other methods such as the empirical mode

decomposition consider each channel separately. For further study on such meth-

ods, see It is expected that EMD will perform better than ICA on an ideal dataset -

but not necessarily in the real world case. The technique decomposes a signal into

intrinsic mode functions (IMFs), which are basis functions. An artifact, a mixture

of the signals may be represented by one of these basis functions.

Implementation and Results

In this project, the fundamental ideas of the ICA method for EEG as proposed by

Makeig et. al [65] are followed. There are three methods to perform ICA: ’fastica’,
’infomax’ and ’picard’. These were not heavily explored, and the most widely used

method was selected: ’FastICA’ [66]. A brief summary is given below.

The fundamental idea behind FastICA is to find a direction W that maximises the

negentropy of W T x. The negentropy is a method of predicting nongaussanity of a

dataset. A method of fixed point iteration is used to iteratively update w, as shown

in equation 6.7, until the convergence criterion is met.

wn+1 =
E(xg(wT x)−E(g

′
(wT x))w)

||E(xg(wT x)−E(g ′ (wT x))w)||2

where x is the input, prewhitened data

(6.7)

Using ICA decomposition, components that correspond to strong ocular activity

were removed as shown in figure 6.3. Note that only the first twenty components

are shown.

Removing such components, a reconstruction was performed: W TX. As the only

component apart from EOG was noise for the generated synthetic data, the objec-

tive with any strategy would be to replicate this noise after cleaning. The results

are shown in figure 6.4.
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Figure 6.3: Visualisation of the first 10 components obtained using Independent Component
Analysis. Components on Synthetic data. 0 represents Ocular artifacts strongly.

Figure 6.4: Reconstructed signals using ICA decomposition of ten electrodes. The reconstruction
is replicating Gaussian noise as EOG artifacts are removed. The y axis is fixed from -20 to 20
µV has been removed for cleaner visualisation.

Analysis and Testing

In the case of synthetic data, the mean squared error and Pearson’s correlation

measured for each electrode are as shown in figure 6.5.

The mean relative mean squared error of all the channels: 1
N

∑∀C
c

MSE(Xc−X̂)
MSE(Xc)

was
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Figure 6.5: Root Mean Squared Error and Pearson’s Correlation Coefficient as performance met-
rics for ICA.

found to be 0.79347.

6.3 Parafac family

Parafac and Parafac2 will have the same implementation scheme for artifact re-

moval, as the result of both the tensor methods may be given by three factor ma-

trices.

Implementation and Results

Building on the discussion of properties for EEG in section 4.4, and inspired by

the work from [22], an artifact removal method was defined for the decomposition

strategies (as shown in listing 6. A,B,C are the factor matrices defined to be the

spatial, temporal signatures and spectral/scales. The algorithm employs a least

squares approach estimates the activities corresponding to each component.

Algorithm 6: Artifact removal using the Tucker or Parafac family of decomposi-
tions
Data: χ ∈RI×J×K
Result: χclean ∈RI×J×K

1 Tucker/Parafac model on χ with sufficiently large components
2 Identify N components corresponding to artifacts
3 Form a matrix using these N components: Ã ∈RK×N

4 Project onto the nullspace of Ã. The columns will be the bases for PM⊥ = I − ÃÃ†
5 The clean tensor can now be calculated as the projection of χ onto M⊥:

χclean = χ ×3 PM⊥

Please note that the decomposition methods for artifact removal provide a generic
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framework for all, so as long as the artifact can be numerically determined. Step

2 of the algorithm in Listing 6 requires a qualitative analysis. The factors are ex-

amined in the electrode mode and the temporal mode to determine what can be

removed. This is illustrated in figure 6.6. The components that are suspected to be

related to blink artifacts are removed, and the tensor reconstructed in accordance

to steps 3, 4 and 5. An example of the results obtained from Parafac is found in fig-

ure 6.7 and figure 6.8, where the signals are represented in a temporal and spatial

ddomain respectively.

The topological diagram comparing the real and clean signals of figure ?? shows,

qualitatively, that Parafac2 has performed well. It was expected that it will provide

better results than Parafac. The component and comparison with the clean signal

in the temporal domain can be found in the appendix, as they add little to the

discussion.

Figure 6.6: Visual representation of the components corresponding to the temporal mode of the
Parafac decomposition. For illustrative purposes, a rank of 18 was selected (which corresponds
to the number of components), with the analysis performed over a time interval of 1̃.82 seconds
or 2000 time points. From the diagram it can be seen that components 10 and 16 are the most
likely candidates for detecting blink artifacts. This uses the generated synthetic data.

Figure 6.7: Real and Clean signals obtained from PARAFAC at certain frequencies, represented
by R and C respectively in the diagram, represented in time. En corresponds to the electrode
index, and Fn corresponds to the frequency component. Note the large differences in amplitude
between R and C. These do not represent the time series, only its signatures.
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Figure 6.8: Real and Clean signals obtained from PARAFAC after reconstruction. Tn denotes the
current time index. Note: a blink occurred at ≈ time index 380 (0.63 seconds), lasting for 110
indices (0.18 seconds) in the synthetic data.

Analysis and Testing

Figure 6.9: Reconstructed signals using Parafac decomposition. The reconstruction is replicating
Gaussian noise as EOG artifacts are removed. The y axis is fixed from -10 to 10 µV has been
removed for cleaner visualisation.

Clearly the amplitudes of figure 6.7, as well as the frequencies visible, show sup-

pression of some components of the signal. From the topological view of figure

6.8, it can be seen that on numerous occasions it was blink artifacts that were sup-

pressed. In a qualitative sense it seems the implementation has performed well.
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Figure 6.10: Relative Root Mean Squared Error and Pearson’s Correlation Coefficient as perfor-
mance metrics for (a) CPD (b) Parafac2.

The presence of true negatives (such as that shown in time index 380) suggests

that blink artifacts may not have been the only extracted components.

The Parafac model, for the measured dataset, does not perform as well as had been

hypothesised in Section 4.4. One reason for this could be that the electrodes con-

tain correlated noise of an unknown distribution. The signals are non-stationary,

as seen by the results of the Dickey-Fuller test in figure 6.11. All p-values were

zero for the generated data, as was expected.

There is no lack of true synchronicity integrated into the synthetic data, because of

which one would expect Parafac2 to perform only as well as CPD.

6.4 Tucker family

Implementation and Results

The artifact removal method for Tucker was introduced by Acar et. al [44]. As was

the case for the PARAFAC family and ICA, the components of interest (that may
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Figure 6.11: The computed p-values from the augmented Dickey-Fuller test. A line has been
drawn for the null hypothesis rejection at a widely accepted value of 0.05. Note only the first 20
electrodes have been shown, and the y axis has been limited to 0.4 for illustration purposes.

correspond to artifacts) have to be identified and removed.

The results for the synthetic dataset can be viewed in figure 6.12.

Analysis and Testing

This approach has yielded similar success to PARAFAC In the case of the synthetic

dataset, the relative mean squared error and Pearson correlation were measured

as shown in figure 6.13. On both measurement metrics used, small improve-

ments were seen compared to CPD. The representation does not perform as well as

PARAFAC2.The mean relative mean squared error of all the channels was found to

be 1.5723.

The lower entropy clearly shows denoising has been performed. However little

assurance can be gained regarding the removal of blink artifacts, which was the

initial objective. As a necessary check, rather than a sufficient one, the difference

between the raw and clean entropy should be decreasing with an increasing index

of electrodes. This is because the electrodes are laid out in the array such that the

one closest to the eyes in the topogrophy of the head are found first. If the noise that

has been removed is mostly blinking artifacts, a trend of larger to smaller deviation

against the electrode index would be expected. This is observed as hypothesised in

Figure 6.14.

For both entropies, the expected condition is met. Apart from the necessary san-

ity checks and qualitative analysis, no further quantitative method to determine

whether the artifacts removed are indeed of the desired kind has been performed.

Further comparison of individual electrodes show that those closest to the ocular
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Figure 6.12: Reconstructed signals using Tucker decomposition of ten electrodes. The recon-
struction is replicating Gaussian noise as EOG artifacts are removed. The y axis is fixed from
-10 to 10 µV , and has been removed for cleaner visualisation.

activity were best recovered in the case of Tucker. This is, in fact, the opposite

of what was observed in ICA. Both show better correlation for channels further

away from the removed activity, perhaps due to a relatively smaller change from

the removal of these components. This is not indifferent to what was expected,

as the components corresponding to ocular artifacts were attempted to have been

removed. It cannot be concluded that ICA performs better than Tucker, or vice

versa, but this result does demonstrate that Tucker was able to localise activity

better than ICA, though perhaps more components need to be observed.

6.5 Data Fusion

Implementation and Results

CMTF conducted by fusing EEG and MEG through CPD reconstructed the signals

as shown in Figure 6.16 and 6.17. The overall RRMSE for the case of EEG was

calculated as 1.662.
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Figure 6.13: Root Mean Squared Error and Pearson’s Correlation Coefficient as performance
metrics for Tucker.

Figure 6.14: Entropy Measures

Analysis and Testing

MEG signals can record absolute neural activity, without the need for a refer-

ence, and does not have operational noise present. It was expected that CMTF

will be able to achieve higher performance in extracting blink artifacts, due to two

sources of information for localisation. Optimising the two signals simultaneously

achieved a slightly worse performance. Interestingly most components in the elec-
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Figure 6.15: Entropy Measures

trode signature seemed to indicate blinks as shown in Figure 6.18.

6.6 Performance

CORCONDIA for CPD

To determine the appropriate number of components CORCONDIA , introduced

by Bro et. al [67], was applied. The paper derives an appropriate method by con-

sidering the relationship between PARAFAC and TUCKER.

P araf ac =⇒ χ = AT (C ⊗B)T

A ∈RI×R,B ∈RJ×R,C ∈RK×R,T ∈RR×RR
(6.8)

This can be viewed as a restricted Tucker model with core T .

Fitting the Tucker model using components from PARAFAC, to determine if the

components found from PARAFAC sufficiently describe Tucker.

σ (G) = ||X −AG(C ⊗B)T ||2

For optimal G =⇒ list(G) = (C ⊗B ⊗A)†list(X)
(6.9)

Without any proofs it will be stated that a perfect fit for a PARAFAC model, the core

tensor G must be a superdiagonal array of ones (the identity I matrix in the two
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Figure 6.16: Reconstructed (a) EEG and (b) MEG signals using Coupled Matrix Tensor Fac-
torisation of ten electrodes. The reconstruction is replicating Gaussian noise as EOG artifacts
are removed. The y axis of the EEG signal is fixed from -10 to 10 µV , and -180 to 180 for the
magnetic field in MEG. The y axis have been removed for cleaner visualisation.

dimensional case). CORCONDIA simply exploits this by measuring the similarity

between the superdiagonal core T and least-squares fittedG. In other words it is

measuring the ‘superdiagonality‘.

CORCONDIA = 100

1−
∑R
i=1

∑R
j=1

∑R
k=1(gijk − tijk)2)

R

 (6.10)

The results from the core consistency analysis are shown in Figure 6.19. They sug-

gest that, for the size of the dataset used, ≈ 24 − 32 components for the Synthetic

dataset, 27 − 32 for the MNE dataset and 28 − 32 for the real dataset are most ap-
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Figure 6.17: Root Mean Squared Error and Pearson’s Correlation Coefficient as performance
metrics for the EEG signal of CMTF.

Figure 6.18: The first 18 components of the EEG channel signatures from CMTF of EEG and
MEG data.

propriate.

Comparing performance

Considering the limits of the metrics, as discussed in chapter 5, clearly FastICA has

achieved the best performance.

6.7 Optimisations for larger datasets

This section briefly discusses the significant computational optimisations, con-

ducted during the course of this project. Although the results of the analysis do

not affect the analysed performance of tensor methods, it is an important aspect of

the project that determines the usefulness of the implementations in neuroscience

in the foreseeable future.
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Figure 6.19: Corcondia score and the corresponding error for varying number of components
in Parafac. The region highlighted between the vertical lines indicate the an appropriate rank
for decomposing the dataset rank. (a) Synthetic dataset (b) Reconstructed dataset (c) Reading
dataset

Randomised CPD

The addition of spectral information increases the size of the dataset by approxi-

mately 2 orders (×100 in other words). Due to this difference in the dataset size,

even optimised tensor methods for efficiency are unlikely to achieve the same com-

putational performance as blind source separation techniques based on matrix

methods. Therefore an important point to consider would be computational com-

plexity when comparing these algorithms. After all it is not ideal to have to seg-

ment the data, and thus lose some information for artifact removal. Three points of

analysis were used to compare, the dimensionality, number of elements and rank

when decomposing tensor dataset.

The theoretical complexity of the decomposition methods are calculated by com-
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Figure 6.20: [Top] Relative Root Mean Squared Error (RRMSE) as on varying signal to noise
ratios. [Bottom] Averaged Pearson’s correlation coefficient on all electrodes over varying signal to
noise ratios. Note: SNR values are very large to obtain a better distinction between the methods.

bining known complexities of the core operations performed in each iteration, as

shown in Table 6.1. In the case of CPD, each iteration until convergence would

have a time complexity of O(NR
∏
n In) (ignoring initialisation costs) [68]. A partic-

ular performance optimisation would be to sample uniformly with replacement,

and use sampled Khatri-Rao to reduce the computational costs. This reduces the

computational costs significantly to O(SR
∑
n In) [68]. The implementation listing

is shown in 11.

Computing Process Complexity
Gradient[69] O(NRJ)
Exact line search [69] O(2NRJ)
Hessian and its inverse [69] O(R2T +NR6)
Kronecker product of all factors [68] O(R2[

∑
m,n Im +N ])

Khatri-Rao / Sampled Khatri-Rao [68] O(R[
∏
m,n Im + N ]) /

O(SR
∑
n In)

Unfolding and multiplication [68] O(2R
∏
Im)

Table 6.1: Complexities of the sub-methods implemented for tensor methods. Given in terms of
flops.
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Algorithm 7: CPRAND using ALS

Data: Tensor χ ∈RI1×I2×...×IN , Rank R, Samples S
Result: A(1) ∈RI1×R,A(2) ∈RI2×R, ...,A(N ) ∈RN×R,λ ∈R1×R

1 Initialise factor matrices A(n) repeat
2 for n← k to N do
3 S← SamplingOperator ∈RS×

∏
m,n Im

4 VS ← SampledKhatriRao(S,A(1)T , ...,A(n−1),A(n+1), ...,A(N )

5 X(T )
S ← SXT(n)

6 A(n)← argminA||VSbmAT −XTS ||F
7 λ← Norm of A(n) columns
8 Normalise A(n) columns
9 end

10 until convergence criteria met;
11 return λ,A(N ),A(N−1), ...,A(1)

The complexities were also calculated experimentally, to ensure their efficiencies

match what is expected. Note the grey circles in the plots of figures 6.23, B.2 and

6.21 indicate that the algorithm had not converged.

Figure 6.21: Computational times affected by the rank of the decomposition method, with con-
stant number of elements and dimensions.

Discussion

RandomisedCPD did not improve upon the computational times to the signifi-

cance expected. In many cases, CPRAND was slower for less computationally

expensive tasks. One explanation for this could be that the implementation de-

veloped for this study used a particular access function (also developed during

this project), unavoidably, which was repeatedly called. However a simple experi-

ment suggests that the access function only scales linearly, which is better than the

algorithms themselves, as shown in figure 6.24.

It is interesting to note a pattern in all graphs of Figure 6.23, B.2 and 6.23.
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Figure 6.22: Computational times affected by the number of elements in the input, with constant
dimensions and rank were used: 3 and 2 respectively.

Figure 6.23: Computational times affected by the dimensionality of the tensor in the input, with
constant number of elements and rank.

Figure 6.24: Computational times of the access function created. The access function is a big
part of RandomisedCPD, and therefore a separate analysis is conducted .

Parafac2

PARAFAC2 uses the factors from the first iteration of PARAFAC. However there

is a more subtle but efficient way of implementing this, without performing full

PARAFAC. In-lining the decomposition showed significant performance improve-

ments, by approximately 9.5%.



60

Tucker

Tucker is, in general, more computationally expensive than CPD or PARAFAC2.

This is because performing tradition Singular Value Decomposition (SVD), as is

required in this decomposition, using the QR algorithmis a very expensive opera-

tion. Briefly serving as a reminder, performing SVD ofA = ΣV T , an approximate of

A is achieved. A general randomised technique for approximating A, which is now

also used for SVD, was developed by Halko et al. [70], and achieves considerable

improvements to the performance.
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7 — Applying decomposition for
artifact removal on Real Data

A basic visual confirmation of the methods of quantification are shown in the ap-

pendix A.

Figure 7.1: Pearson’s correlation coefficients for all electrodes. The results of the MNE dataset are
depicted on the left, whilst the right has the reading dataset. (a) Parafac (b) Tucker (c) Parafac2

Qualitatively, a clear distinction in the information extracted in the components

of each decomposition methods is also visible. For the purpose of brevity, this

has been kept in appendix B. Parafac and Parafac2 are able to better discriminate.

From Chapter 5, an algorithm that has performed well will have low values of cor-

relation that are gradually increasing as the artifact power is reduced. In the case

of the MNE dataset, the best performance was achieved with Parafac Decompo-
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Figure 7.2: Percentage change in power for all electrodes. The results of the MNE dataset are
depicted on the left, whilst the right has the reading dataset. (a) Parafac (b) Tucker (c) Parafac2

sition. For the Reading dataset, determining a best performing algorithm is less

straightforward. Tucker and CPD both exhibit a gradual change, whilst a more

sudden change was observed for the Parafac2 decomposition. Similar correlation

breaks were observed in Tucker for particular electrodes, suggesting that a certain

proportion of neural activity was also extracted from the signal. Interestingly all

three decomposition strategies have low correlations for electrodes that are spa-

tially placed in the middle of the scalp. This could be due to the difficulty of

isolating a component associated with blinks if the neural activity from the mid

region of the brain is severely contaminated in the noisy EEG signal.

Similarly the largest percentage decrease in power should be for occipital channels.

In the case of the Reading dataset, all methods removed a significant proportion of

the signal’s power on the back of the scalp. This is a strong indication that the

removed components were not merely blink artifacts. Therefore unless there was

contamination from the EOG channel to the electrodes in this location of the scalp,

the method was less successful. for this dataset. Fewer electrodes had a significant

power change in Parafac2 relative to the other methods. From the wider analysis

(not all has been included in the thesis), it is difficult to determine which tensor

method performed the best. It is important to note that, without ground truth,

these metrics cannot form as a method of ensuring that the decomposition methods

have removed blinks successfully. They are used as an estimate to performance,
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but are not measures of performance themselves.

Reconstruction errors were also considered. It was expected that Parafac2 have the

smallest reconstruction error due to its superior general representation. Similarly

CMTF performs ALS to minimise errors on a tensor and a matrix. The observations

match predictions exactly in this case, as shown in Figure 7.3.

Figure 7.3: Reconstruction error over a short time duration (≈ 3 seconds giving 10 million
elements). (a) Synthetic dataset (b) Real MNE dataset (c) Real Reading dataset
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Figure 7.4: An example of the topological view of the blink in the Reading dataset. The com-
ponents with EOG artifact information from CPD, ICA, Tucker and Parafac2 are illustrated in
their spatial representation.

Figure 7.5: An example of the topological view of the blink in the MNE dataset. The components
with EOG artifact information from CPD, ICA, Tucker and Parafac2 are illustrated in their
spatial representation.
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8 — Tensor Toolbox

This chapter is not intended as a user guide to HottBox, as that was not the sole

purpose of the project. A separate tutorial has, however, been developed for the

implementations in this study should the reader wish to explore the library. It can

be found in [71].

8.1 Introduction

Hottbox [3] is an open source library developed at Imperial College London with

the purpose of providing tensor methods. A collaboration between Department

of Computing at Imperial and Caltech has produced a similar library in Python

[? ]. However it has a larger focus on the computational aspects of decomposition

and producing efficient algorithms. Therefore it is different to HottBox in the sense

that it does not address all aspects from visualisation to feature extraction. Another

library in Matlab 1 has the same objective, however the language is somewhat less

popular in industry due to its lack of ease in compatibility with Hadoop and Spark

for example.

Previous work

The library was initially developed by Ilya Kisil as part of his PhD Thesis. Prior

to this project, it had three decomposition methods from tensor literature imple-

mented: CPD, Tucker, Tensor Train. A number of useful tools such as the integra-

tion with Pandas, meta-data considerations and careful software design was also

already embedded into the library.

8.2 Development

Implementations

The following decomposition methods were added: Randomised CPD and Parafac2

and some modifications to the current ones were also made. CMTF for data fusion
1https://www.tensorlab.net/
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was implemented, along with many software engineering refactoring and addi-

tions. All tensor methods mentioned in this report were implemented on a Jupyter

Notebook and thereafter embedded into the library.

Other significant implementations

Synthetic Tensors

Structured tensors such as Toeplitz tensors were defined as multilinear generalisa-

tions of their matrices. Though they have not been studied in tensor literature, the

Toeplitz/Hankel structures have desirable properties in the application of signal

processing. It has been exploited in tensor networks by Cichocki et al. [14]. It is

possible to represent several signal processing problems as tensor decompositions

with Toeplitz structured factor matrices. In relation to this project, the Toeplitz

structure can be exploited in blind source separation techniques using block ten-

sor decompositions. The Toeplitz tensor generation has been implemented in the

library, but it is left as an open problem to apply it to EEG signals. The implemen-

tation required the addition of an access function to be able generalise the imple-

mentation to an N-way tensor. Example applications in signal processing [72] and

blind source separation [73].

One interesting property of the structured Toeplitz tensors is that it represents n-

order moments for a tensor of dimension n. Consider the third dimensional case

shown in equation 8.1, it is shown in [74] that this is a symmetric tensors, and in

particular a Toeplitz tensor.

A Toeplitz tensor χ is defined such that for all permutation π any sub-matrix of

the tensor M (π)
k where k ∈ [0...Iπ3

− 1] is a Toeplitz matrix. The simple proof of

which is given in [74]. This definition works well with tensors of equal modes,

but breaks down at other mode sizes. Therefore for Hottbox’s implementation,

modes are required to be specified along which it is expected that Toeplitz matrices

are formed. A naive approach to the problem was employed, where all slices in

each mode are iteratively set to a Toeplitz matrix (randomly generated if not user

input). No alternative implementation of the generation of this structured tensor

is available (to the best of the author’s knowledge).

As was expected the algorithms were able to converge significantly faster with

structured tensors. An example case for CPD is shown in figure 8.1.

[Mt1,t2,t3] = E (x(t1)x(t2)x(t3)) (8.1)
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Figure 8.1: A randomly generated tensor and a Toeplitz tensor of the same size (50×50×50) are
tested for iterations to convergence for a number of ranks. CPD is able to converge on a Toeplitz
tensor in less iterations for all tests.

A general class of synthetic generation was also added that enabled the user to

specify the distribution, modes and dimensions, as well as whether the tensor

should be sparse or dense. For example in the context of EEG noise, each channel

can be modelled to have an independent Gaussian noise, if the Gaussian distribu-

tion over slices is specified. This allows for quick, naive modelling in a variety of

contexts.

Testing

The implemented algorithms were principally tested by replicating their unique

properties claimed in literature. In the case of CPD, each component should have

a discernible physical meaning - which can be seen in Figure 8.2 as an example. A

similar sanity check was performed for testing the Parafac2 and CPDRand imple-

mentation. In the case of Tucker, it is known that the matrices are placed in order

of decreasing Frobenius-norm. Therefore the n components obtained from a rank

of n, should be the same as the first n from rank n + 1. This is demonstrated in

Figure8.3.

Figure 8.2: Three types of signal of varying frequency are placed in fibers of different modes of
the tensor, with the components extracted from CPD of rank three shown on the right. CPD was
able to separate the sinusoidal, log and sinc function provided.

Note: there is no physical interpretation to the random signals of Figure 8.2 and 8.3,
therefore axis have been chosen to be omitted.
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Figure 8.3: (a) Tucker (HOSVD) Decomposition with the first 3 components selected from
rank(3,3,3) and rand(4,4,4). (b) Parafac Decomposition with the first 3 components selected
from rank3 and rand3. It is clearly observed that the first n components are the same in the case
of Tucker for varying ranks, but different in the case of CPD.

The implementations were also tested using unit tests developed for each algo-

rithm. In Python a popular library ‘pytest‘ has been used for writing these tests.

Sufficient measures were taken to ensure good functional programs were writ-

ten for the implementations. For example, the decomposition methods had base

classes, forcing decomposition, initialisation and reconstruction to be split for any

current and future use. This ensures the functions are well exposed for testing, and

each component of the implementation can be tested independently of the others.

There are many useful practices for unit testing, which will not be discussed in this

thesis - but many of which have been implemented in HottBox.
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9 — Strengths and Limitations of
Tensor Decompositions for EEG

This was discussed theoretically in chapter 4, and will now be tackled from a

practical perspective. One simple manner of comparison is to view the extracted

components from each dataset with the optimal rank (determined by Core Con-

sistency Analysis). It was hypothesised that Tensor methods will be superior in

their extraction of the blink artifacts. It has been illustrated, though not yet ex-

plicitly stated, that this was the case for the synthetic data shown through Figures

6.18, 6.6, 6.3. However consider now the real signals: Reading and MNE. Using

all datasets, the extracted components from the tested decomposition methods are

shown in Figures 7.4 and 7.5. In the case of the MNE dataset, Parafac and Parafac2

outperformed ICA and Tucker in localising the artifact components. Both ICA

and Tucker weakly represent the EOG artifacts, and the components also present

other captured activity. Similarly Tucker and CPD are observed to have the noisier

Reading dataset. Corroborating the claimed superior localisation abilities of ten-

sor methods further, the result of the synthetic dataset (refer to Figure ??) have

demonstrated better artifact removal with high SNRs.

9.1 Removing Line noise

The line noise was not filtered out in the reading dataset, allowing further explo-

ration of the tensor methods. It is common practice to use a notch filter at 50 Hz

(or 60 Hz, depending on the A/C mains frequency) to remove a large noise com-

ponent. This is easy to carry out because the artifact can be considered as ’well-
behaved’ noise, following an almost Gaussian distribution. Due to this there have

not been many other research efforts in isolating line noise artifacts. However any

activity at this frequency will be discarded as a result of filtering. Although there

is unlikely to be any neural activity at this frequency, it may be that other activities

at those frequencies recorded are useful. Instead, a similar approach to removing

EOG artifacts has been applied in this study to remove line noise, as depicted in
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figure 9.1.A Jarque-Bera test may be appropriate for determining whether the data

is normally distributed, and therefore which components to remove. However this

is only recommended for values larger that ≈ 2000, which would require the num-

ber of electrodes to be of that value. Therefore such tests are not feasible in EEG

analysis, and a manual qualitative assessment is used.

A matrix method such as ICA can be used theoretically, however due to the missing

spectral information it is highly unlikely that line noise power will be described by

one or two components.

Figure 9.1: Magnitude spectrum plots depicting line artifact removal using Tucker decompo-
sition of rank 20. The raw dataset is cleaned (only for visual purposes) of EOG artifacts to
emphasise the spectrum of the raw dataset. A spike is clearly observed at 50 Hz. All the power
related to this noise were explained by two components, removing which a cleaner signal was
obtained. The power (measured by RMS) was reduced from 103.5 to 7.93 in relative units.

9.2 Information retrieval on corrupted data

Now low pass filtering + line filtering + harmonics at irregularly spaced frequen-

cies. (”ICA revealed presence of alpha activity near 10 Hz which was highly ob-

scured in original data”).
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9.3 Higher dimensions

The datasets, synthetic and real, used in this study adequately additional informa-

tion for an adequate isolation of artifacts. One advantage of using tensor decompo-

sitions is that additional information for better localisation can always be achieved,

which involves forming a higher dimensional tensor. s was mentioned in section

3.6, more channels may be used such as trials and subjects to allow for a better rep-

resentation of these components. This will only occurs if similar tasks are carried

out during the recording, with the desired activity prevalent in all tasks. In the

datasets tested, it was not found that additional information regarding the trials or

the subjects are able to shape into better artifact removal methods. Therefore not

more than three dimensions, corresponding to channels, time and frequency, were

used.

9.4 Limited data

The tensor methods or matrix methods relevant to this study are fundamentally

statistical multi-linear analysis of the datasets. They do not predict, nor make

any other abstractions from the seen data. Therefore the results obtained from

these analysis are only meaningful if a sufficiently large dataset is used. Practical

observations have suggested that the amount of variation present in the dataset

seems to be more important than the number of points in the dataset, which would

be expected. This is true for any statistical approach, but is particularly important

for EEG signals as they are noisy measurements during a certain task (which may

be resting or reading). If the task is to respond to a stimulus on the screen, it is

unlikely that the EOG artifacts will be present during the short burst of neural

activity during this time for example.

Efficiency is an important issue with tensor methods in this application. This is

because transforming time components into spectral components using CWT or

FFT of size n, will multiply the size of the dataset by n. It would therefore not

be feasible to conduct this research on very large datasets. Though efficiency has

been considered in this study, and RandCPD implemented, it is unlikely that more

than 15 seconds of EEG data of a typical frequency (512 Hz) can be computed in

reasonable time with easily accessible resources.
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10 — Evaluation and Discussion

The work to this end exploits the superior properties of tensor decompositions,

such as CPD, over matrix methods, in this case ICA, to better localise activity in

EEG signals. In the processing of such signals, a better localisation would not

only be able to remove more noise (albeit biological artifacts or instrumental noise)

but also minimise the neural activity removed. Maintaining important cerebral

activities that may provide vital biological insights is a very important factor that

will enable the noisy, non-invasive technique to become more interpretable. Most

studies state their results through an illustration in either the spatial, temporal

or spectral domain rather than quantifying the findings. As in the thesis in [75],

different tensor methods were evaluated and compared in this project. Although

Parafac2 was explored as in for this project, data fusion and efficiency were not and

a much larger focus of synthetic data generation was placed.

The tensor methods to localise activity were evaluated using three datasets: syn-

thetic (ideal), well behaved filtered measured and a raw noisy signal. A quantifi-

cation method for analysing the results was defined in chapter 5, in both the cases

of an available ground truth and one not. A quantification method considering the

desirable outcomes to neurologists, properties of continuous wavelet transforms,

and the reasons for artifacts to occur was established. The approach is not neces-

sarily a unique one or unified (into a single metric) - but nonetheless tested. It had

previously been speculated that a unified quantification method using probabilis-

tic signal processing could be developed, however the uncertainty with the method

was too large.

The software developed is placed in an open source library, allowing any reader to

replicate the results found in this project. Certain implementations are not found

in any other library readily available online, such as that of PARAFAC2, and it is

therefore hoped that the library will encourage more scientific contributions in the

field of tensors. Although unit-testing and care was taken in developing the al-

gorithms, the implementations themselves were evaluated entirely based on ideas

and intuitions gathered through the properties of the tensor method described in
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literature. This was described in more detail in Section 8.2. However no method

of unifying the testing of the decomposition methods introduced in chapter 4 and

chapter 3 were developed. There is, therefore, a lack of foundations for testing

implementations - which forms as possibilities of further work. By allowing soft-

ware to be open source, it is also hoped that the wider community accessing such

resources will contribute in bettering them.

Theoretical justification of decomposing EEG signals with tensors was provided in

Chapter 4, building on known properties of tensor methods seen in previous lit-

erature. It was found, as seen in figures B.2, that tensor decompositions are able

to localise activity better in cases of higher noise. The example of identifying and

removing line noise power using tensor decompositions is novel, and has demon-

strated that tensors enable insights that other matrix methods cannot readily pro-

vide.A mathematical reasoning of one of the methods of blind source separation

(for the removal of an activity) in tensors from the perspective of linear algebra

was also provided in the work, which seemed to be lacking in previous literatures.

Using this it was possible to compare the performance of all the considered tensor

decomposition strategies.

Visually the components extracted, should a human manually examine them, for

CPD were seen to localise activity better. It remains an open question whether this

is practically useful, due to the significantly increased computational resources

required, when performing simultaneous time-frequency analysis. On the low-

est SNR value, ICA had a 12.4% smaller RRMSE than the best tensor method

(Parafac2). On the highest SNR value, the worst performing tensor method (Tucker)

had a 55 % lower RRMSE than ICA. Of the explored tensor decomposition meth-

ods, CMTF was consistently the worst performing. This may be because EEG had

been fused with MEG, both of which have high temporal resolutions and mea-

sure electrical activity directly or indirectly. A different choice would have been to

use fMRI and EEG as they have complementary weaknesses: the lack of temporal

specificity of an activity and the lack of spatial specificity respectively. Numerous

studies have shown improved localisation of activity when using both datasets[76].

This remains an open question in this study.
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11 — Conclusion and Further work

Blind Source Separation (BSS) based on tensor decomposition methods have demon-

strated to have more desirable properties that are able to exploit brain signals bet-

ter, as was theoretically hypothesised. Due to the easy natural abstraction from the

well developed and studied ideas of BSS using Independent Components Analy-

sis (ICA) to its multi-linear form of tensors, this matrix method was used as the

baseline comparison. In the case of an excellent signal to noise ratio, no tensor

decomposition was able to outperform ICA. However at worse SNRs tensors were

able to maintain their localisation performance better due to the additional infor-

mation from Continous Wavelet Transforms. Synthetic dataset was created for this

analysis.

Through this analysis tensors are suggested to be the statistical framework of choice

for EEG analysis, as they enable better interpretability as well as serving as a sin-

gle and unified tool for many kinds of analysis. The framework they provide is

suited to many purposes, and those demonstrated in this work include simulta-

neous time-frequency analysis, the removal of unwanted components such as line

noise power and artifact removal. There was little difference in the performance

obtained between the tensor methods for unsupervised BSS of artifacts, however

Parafac and Parafac2 were found to be better than Tucker for the datasets that had

been employed. Parafac2 did not experimentally outperform CPD, by any signifi-

cant measure, as had been anticipated.

11.1 Further work

The results stated throughout this project were through the analysis of space-time-

frequency of EEG signals. However, as was briefly discussed in section 9.3, it is

possible to incorporate more modes for a better insight into the particular dataset.

An open question that remains for example is whether having more subjects con-

ducting the same activity enables better localisation of artifacts. This would re-

quire greater resources, to be able to experimentally gather them as well as more

compute resources. The complexity of the implementation is often seen to be a
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major drawback, and further optimisations of sparse datasets are possible in the

future.

A probabilistic approach using Bayesian statistics is traditionally used to incorpo-

rate a priori information, making it a semi-blind source separation problem. One

method would be to incorporate physiological constrains to cost functions, and

using gradient based minimisations. This class of algorithms are referred to as

Constrained Blind Source Separation. It was left to future work due to the limited

time available to be able to understand the particular dataset better. Development

for specific artifacts have been made, such as blinks [77]. In addition to the Core

Consistency Analysis used, Bayesian Information Criteria (BIC) could have also

been used as an optimisation for the number of components.

A further discussion could compare the representation of Parafac2 and time-drift

corrected real EEG (instead of the raw EEG currently used) using Parafac in greater

depth. Possible methods of correction include subtraction by minimum phase sub-

traction [78]. Similarly only fastICA has been used, without any exploration into

the better matrix methods due to time constraints. Datasets of more meaningful

activity, such as epileptic seizures, could also posses richer properties that tensors

of higher dimensions are able to extract.
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A — Visual confirmation of the
proposed quantification met-
rics

A small control experiment was conducted to qualitatively confirm the quantifi-

cation metrics for the performance on datasets with unknown ground truth are as

expected. Three cases are considered in this case, one where the optimal number of

components (upon the user’s discretion) was selected, one where component that

did not account for a large proportion of the dataset’s variance were selected, and

finally one in which too many components were removed. The reconstructions,

along with the original time series, for all are visualised in figure A.1.

The optimal extraction, over extraction and under extraction are shown in Figures

A.2, A.3 and A.4 respectively. Correlation clearly depicts that channels that are

composed of the largest blink components show a much smaller correlation with

the reconstructed in the optimal case. This is not seen for the over or under ex-

traction cases. Larger entropy changes were seen for electrodes closer to the eyes,

however unlike what was predicted in chapter 5 it does not seem to be a good met-

ric for performance. In frontal electrodes, a negative change in power is almost

always observed - as would be expected due to the significant power of blink arti-

facts (spreading through all components). The largest reduction in power should

be seen for electrodes with the largest ocular artifacts, as is seen in the optimal case.

The over extraction has removed similar proportions of power in each electrode,

whilst an increase in most electrodes is seen in the under extraction case.

The changes in correlation and power depict a clearer quantification of the perfor-

mance than the entropy measures.
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Figure A.1: All artifact extractions were conducted within the same time period, using Tucker
decomposition of the same rank.(a) Visually optimally chosen components to remove EEG arti-
facts. (b) Components that account for smaller variance are selected. (c) The first 60% of the
components are chosen.
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Figure A.2: Optimal extraction of components. (a) Percentage change in Renyi’s entropy. (b)
Correlation of the origin signal with the reconstructed signal for each electrode. (c) Percentage
change in power for each electrode.
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Figure A.3: Over extraction of components. (a) Percentage change in Renyi’s entropy. (b) Corre-
lation of the origin signal with the reconstructed signal for each electrode. (c) Percentage change
in power for each electrode.
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Figure A.4: Under extraction of components. (a) Percentage change in Renyi’s entropy. (b)
Correlation of the origin signal with the reconstructed signal for each electrode. (c) Percentage
change in power for each electrode.
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B — Visual analysis of real datasets

Figure B.1: Reconstructed signals. The results of the MNE dataset are depicted on the right,
whilst the right has the reading dataset. (a) Parafac (b) Tucker (c) Parafac2
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Figure B.2: Extracted components from the decomposition method on the same dataset with
optimal number of components. The results of the MNE dataset are depicted on the right, whilst
the right has the reading dataset. (a) Parafac on mne (b) Parafac on reading (c) Tucker on mne
(d) Tucker on reading (e) Parafac2 on mne (f) Parafac2 on reading
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